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The Cornell Energy Recovery Linac (ERL) prototype photoinjector was built at

Cornell University several years ago. The goal was to demonstrate that the pho-

toinjector can produce the ultra-low emittance and high-current electron beam

that will be used for the entire Cornell ERL facility. A high repetition-rate high-

power Yb-doped fiber laser system produces the electron beam from a photo-

cathode. The photocathode is one critical component of the photoinjector that

can produce electron beams with low emittance, short bunch length, and high

current. On the photocathode, the laser pulse shape maps to the electron bunch

profile, and this mapping becomes complicated at higher bunch charge because

of the virtual charge effect. The uniform ellipsoidal electron bunch distribu-

tion is the optimal distribution, because the linear space charge effect can be

compensated by the linear optics downstream; the optimized laser pulse shape

can be different because of the complicated mapping from the virtual charge

effect. In order to achieve the optimized laser pulse shape, it requires three-

dimensional (3D) laser pulse intensity shaping and 3D laser intensity diagnos-

tics. We demonstrate the fidelity and accuracy of the 3D laser intensity diag-

nostic from a noncollinear first-order cross-correlator, and the optical temporal

phase retrieval from the same setup. We also present the slice emittance mea-

surement, that is, the time-resolved emittance measurement, at both near-zero



charge and 77 pC; it provides insight into the emittance compensation process

and contributes to the emittance optimization. The calibrations and related is-

sues are discussed as well. With such capabilities, we achieved the smallest

emittances that have ever been measured from this photoinjector at 5 MeV beam

energy with usable bunch charge, which was reported as one milestone of the

Cornell ERL.
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CHAPTER 1

INTRODUCTION

The x-ray was discovered by Wilhelm Röntgen in the 19th century and has been

used in scientific experiments since then. Particle physicists built synchrotrons

to study the fundamental elements that constitute this universe. When the rela-

tivistic charged electrons are bent by the magnetic field, they emit synchrotron

radiation (SR). SR has wide spectrum range and can be used for scientific exper-

iments such as biology, material science, and condensed matter physics [1].

Scientists built first-generation x-ray light sources in the 1960s, and the

second-generation and third-generation later; most of them are storage rings.

The brightness is one important parameter of these facilities. It is defined as

the flux density in the phase space, and determines the angular resolution and

signal-to-noise ratio in crystallography experiments. Higher brightness is pre-

ferred [1]. The undulator and wiggler were developed to improve the bright-

ness. The undulator has many alternating dipole magnets with a small spa-

tial period; the traveling electrons produce SR that can be added coherently

together to improve brightness. The wiggler has less dipole magnets with a rel-

ative larger spatial period, and can produce greater bandwidth radiation. The

third-generation x-ray light sources were designed to have longer straight sec-

tions [2]. The undulators and wigglers are inserted at these sections, where the

electron beam emittance is small to give high brightness. In the third-generation

x-ray sources, the technology is mature after forty-year development and al-

most all the phenomena are well understood both theoretically and experimen-

tally [3, 4, 5, 6].
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The brightness is still a premium for the x-ray users, but the storage ring

structure puts an upper limit on the achievable brightness. SR happens in a

quantized manner, and it has fluctuations in both the wavelength and intensity.

This effect changes the original electron momenta, and smears out their distri-

butions. After thousands of round trips, the electron beams reach the equilib-

rium state: the phase space distributions are Gaussian because of the central

limit theorem. Because the bending and the SR happen mostly in the horizontal

plane, its phase space volume is larger compare to the one in the vertical plane,

by 10 to 100 times [2]. Although there is still space for optimization by improv-

ing the lattice structure, by focusing the beam before the bending magnets, the

upper limit of brightness is imposed by the equilibrium process. Another limi-

tation is the electron bunch length. In the state-of-the-art storage rings, it is tens

of picosecond. However, to probe the chemical reactions requires x-ray pulse

less than 100 femtosecond; these require more advanced light sources [3, 4, 5, 6].

In the linear accelerators (linacs), there are no such limitations from the equi-

librium process, because the electron beams are only accelerated once and can

preserve their properties from the injectors. Nevertheless, the power consump-

tion becomes a real concern: for a 5 GeV, 100 mA linac, the power is 500 MW.

It requires a power plant for one facility. However, if the energy can be recy-

cled, the concept becomes feasible [5, 6, 7]. Tigner had the idea of the Energy

Recovery Linac (ERL) back in the 1970s, and proposed that it can be realized

by high repetition Superconducting Radio-Frequency (SRF) cavities [2]. The

perimeter of the facility is designed such that after one round trip, the phase

differences between the previous and current electron bunches are out of phase

by π [Fig. 1.1]. Then the phases from the preceding electrons are in-trough, and

their energies are deposited to the SRF cavities. The newly injected electrons
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Figure 1.1: The concept of the Cornell ERL. The energy is stored inside the
SRF cavities and more than 99% of the energy can be saved.
For 5 GeV beam energy, 100 mA beam current, the power con-
sumption is much less than 500 MW. Reproduced from ref. [3].

are accelerated on-crest, and can reuse the energy inside the SRF cavities. Be-

cause the electron bunches circulate inside the facility only once (at most several

times), they preserve the phase space distribution from the injector and are far

away from the equilibrium [5]. The phase space distribution of the injector can

be superior, and improvement can be made by upgrading the injector with rel-

atively less cost. Cornell has been a leader in accelerator physics, and became

involved in the research of the Cornell ERL, which includes the photoinjector

that can deliver high current and ultra-low emittance [3, 4, 5, 7].

The Cornell ERL holds the promise to produce the x-ray light that is hun-

dreds to thousands times brighter than the currently available sources [Fig. 1.2].

Meanwhile, Free Electron Lasers (FELs) have also been developed. One exam-

ple is the Linac Coherent Light Source (LCLS) at the SLAC National Accelera-

3



Figure 1.2: The infrastructure plan of the Cornell ERL. It uses the the first
linac to accelerate the injected the electron beam to 2.5 GeV,
then it circles clockwise to the other linac to reach the 5 GeV
beam energy. After that the electron beam circles around the
storage ring and produces x-rays at different experiment sta-
tions. Reproduced from ref. [3].

tor Laboratory. The peak brightness of FELs is considerably higher, and their

repetition rate is a lot lower compared with ERLs; they serve different scien-

tific experiments and are complementary to each other [4, 5, 6]. Although the

bunch charges from ERLs are much smaller compared to the FELs, and it is hard

to realize the self-amplified stimulated emission, people are also investigating

possibilities to implement the FELs in the ERLs because the ERLs are extremely

flexible [4, 5, 6].

The LCLS demonstrates the capability of the FELs, with astonishing peak

brightness and very short bunch length [9, 10]. The x-ray pulses are so bright

that the scattering patterns can be recorded before they destroy the sample[11].

It enables the capability to do pump-probe experiments on the scale smaller
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than 100 fs and has tremendous impacts on science and technology nowadays.

On the other hand, the ERLs are capable of experiments that require continuous

attention from samples and are also much faster for raster experiments when

the beam needs to be focused down to less than 100 nm [3, 4, 8].

In accelerator physics, the emittance describes the volume of the phase

space. The brightness is inversely proportional to the convolution between the

diffraction limited (DL) photon emittance (λ/4π) for a Gaussian mode and the

electron emittance. In the hard x-ray regime (λ < 1Å), the electron emittance

is usually larger compared to the DL photon emittance. Thus, the ultra-low

emittance is extremely important for the hard x-ray facilities.

In order to produce the ultra-low emittance required by the Cornell ERL,

we first need to understand the electron beam properties. The slice emittance

measurement was developed to characterize the time-resolved emittance. It is

based on the two-slit method and a vertical deflecting Radio Frequency (RF)

cavity. It enables the emittance characterization in the time domain. We em-

ployed this capability to achieve the smallest emittance that has ever been

measured in this photoinjector in 2011. It is a large improvement from the

previously recorded 3.6 mm-mrad in 2010 [12]. It gives 0.8 mm-mrad normal-

ized emittance and 0.3 mm-mrad normalized core emittance at 5 MeV beam en-

ergy [12]. In the experiments presented in this thesis, the beam energy is lim-

ited to 5 MeV mainly because of the safety issues such as the radiation concern

and the neutron production threshold. Numerical simulations show that the

emittance can be furthermore reduced at higher beam energy especially higher

gun voltage. Numeric simulations also show that by optimizing the laser pulse

three-dimensional (3D) intensity profile, the emittance can be further reduced
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by a factor of two because it can make the uniform ellipsodial electron beam

density distribution, where the linear space charge effects can be compensated

by the linear optics downstream [13, 14]. Therefore, we developed the method

of measuring the 3D laser intensity [15]. We also demonstrated that it can re-

trieve the temporal phase information [16, 17]. The starting dynamics of the

dissipative soliton lasers is also presented as the periphery work for the laser

pulse characterizations [18].

This thesis focuses on the generation and characterization of the ultra-low

emittance. It begins with the overview of the photoinjector, then it covers the

starting dynamics of dissipative Yb-doped soliton fiber lasers. After that it de-

scribes the 3D laser pulse intensity characterization and follows with the tempo-

ral phase retrieval from the same setup [15, 16, 17]. It follows with the gun and

RF cavity voltage calibrations and the related issues in the slice emittance mea-

surement, and later presents the slice emittance measurements at 5 MeV beam

energy.

The photoinjector starts with the laser system, which shines light on the pho-

tocathode, and generates electrons from the photoelectric effect. These electrons

are accelerated by the direct current (DC) gun and pass through the emittance

compensation components in the A1 section, then further accelerated to 5 to

15 MeV by the cryomodule in the A2 section, then focused by the quadrupoles

in A3 section, and merged into the main linac from the B1 section [Fig. 1.3]. Ad-

vanced diagnostics are implemented in order to achieve the high current and

ultra-low emittance. We perform the projected and slice emittance measure-

ments in both the A4 and the B1 section. The C2 section has one dipole and a

view screen, where the time-resolved energy spread can be measured. The A5
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Figure 1.3: The schematic of the Cornell ERL photoinjector. The beam di-
rection is from the right to the left.

section has the dump, and the electrons are dumped there.

1.1 The physics properties

There are several important physics properties that will be mentioned later in

this thesis, this section gives their definitions.

1.1.1 Emittance

Let us take the horizontal emittance as an example. There are many particles

in the ensemble, each of them has the position (x) and normalized momentum

(x′ =
~px
px

). The sigma matrix of the transverse emittance is defined by [2]

Σ ≡

 〈x
2〉 〈xx′〉

〈x′x〉 〈x′2〉

 = ε

 β −α

−α γ

 , (1.1)

where 〈...〉 means the ensemble average, ε =
√
〈x2〉〈x′2〉 − 〈xx′〉2 is the emittance,

α, β, γ are the Twiss parameters which describe the shape and orientation of the
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ellipse,

α = −
〈xx′〉
ε

, β =
〈x2〉

ε
, ε =

〈x′2〉
ε

, (1.2)

where β is the β-function in accelerator physics, which is equivalent to the

Rayleigh range zR in optics. The emittance ε gets smaller as the particles are

accelerated, while the normalized emittance εN remains constant, it is defined

as

εN ≡ ε ×
(
γ

v
c

)
, (1.3)

where γ is the Lorentz factor, v is the particle velocity, and c is the speed of

light. The thermal emittance is the emittance from the initial electrons generated

from the photocathode; it sets the lower limit for normalized emittance that

can be achieved from the photoinjector. For a multi-alkali cathode, the mean

thermal energy of these electrons is 160 meV, and corresponds to 0.12 mm-mrad

normalized emittance for the 1 mm diameter laser beam. This will be discussed

in the later parts of this thesis.

The electromagnetic wave also has emittance. In x-ray experiments, the

beam is normally focused on the sample. Therefore, its field across the sam-

ple can be calculated from the Fraunhofer’s diffraction integral. For a Gaussian

beam, it is shown that the DL photon emittance is λ/4π, where λ is the wave-

length [2]. The DL emittance is the lowest achievable photon emittance.
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1.1.2 Brightness

The flux (F) characterizes the strength of radiation per time, per unit bandwidth,

it is normally defined as [2]

Flux =
Nph

sec · 0.1%bw
, (1.4)

where Nph stands for the photon number and bw stands for the bandwidth.

The brightness is the beam density in the six-dimensional phase space. It is

the photon density per unit time, per unit area, per unit solid angle, per unit

bandwidth. Its unit is normally defined as this in literatures:

Nph

sec ·mm2 ·mrad2 · 0.1%bw
. (1.5)

The brightness is an invariant property in statistical physics, which means

that the optics cannot improve it [1, 2]. If the photo-distribution obeys the Gaus-

sian distribution, the brightness can be calculated as

Brightness =
F

4π2σT,xσT,x′σT,yσT,y′
, (1.6)

where σT,u, σT,u′ are the effective beam size and divergence in the u-axis

(u=x,y) [2]. For the Gaussian distribution, εph,u = σT,uσT,u′ . Therefore the Eq. 1.6

can be written as

Brightness =
F

4π2εph,xεph,y
. (1.7)
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When there is no correlation in the electron beam, the brightness of the x-ray

is the convolution between a single electron’s contribution and the electron’s

brightness [2]. Assume the radiation from one single electron is DL; we have

εph,u = εel,u ⊗ εph (u=x, y). Where εel,u is the electron emittance on the u-axis, ⊗

stands for the convolution. The brightness can be written as [2]

Brightness =
F

4π2(εel,x ⊗ εph)(εel,y ⊗ εph)
, (1.8)

where εph = λ/4π is the DL photon emittance. For hard x-ray sources

(λ <0.1 Å), the electron emittance εel,u is usually several times larger than the

DL photon emittance εph. Therefore, the brightness is inversely proportional to

the electron emittance squared, and ultra-low electron emittance is extremely

important to achieve the outstanding brightness for the ERLs [5].

1.2 The laser system

The laser system is the very front end; it delivers high-power, stable, shaped

laser pulses to the photocathode. In order to achieve the electron beam quality

that satisfies the photoinjector design, current photocathode technology limits

the light spectrum range from the ultra-violet to the visible wavelength [2]. The

fiber laser system fits the requirement of the high repetition rate and high power,

while the waveguide properties insure the excellent beam quality. Most of the

current state-of-the-art high power and MHz-to-GHz repetition rate fiber laser

systems work at 1 µm because of the gain material technology, and they can be

frequency doubled to provide green light around 500 nm [19, 20, 21, 22, 23, 24,
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25]. We use the Yb-doped fiber laser system. Assuming a 1% quantum efficiency

for the photocathode, it requires about 20 nJ pulse energy at 520 nm wavelength

to generate 80 pC bunch charge. At 1.3 GHz, it corresponds to 26 W laser power.

When counting the beam loss from the shaping and delivering, more than 50 W

laser power is required. We have resolved many engineering challenges in the

past several years in order to meet the requirement of the Cornell ERL [20, 24].

The pulse propagation equation describes the pulse evolution in fiber lasers

and amplifiers, and it can be derived from the Maxwell equations, with the

assumption that the spatial and temporal part are decoupled from each other.

In the fiber, this assumption is true because of the waveguide properties. The

slowly varying amplitude of the pulse is A(z,T )exp(iω0t), where ω0 is the optical

carrier frequency, z is the fiber position, and T is the retarded time. In the pulse’s

moving frame, the pulse propagation equation is [26]:

∂A
∂z

+
α

2
A +

iβ2

2
∂2A
∂T 2 −

β3

6
∂3A
∂T 3 = iγ(|A|2A +

i
ω0

∂

∂T
(|A|2A) − TRA

∂|A|2

∂T
), (1.9)

where α is the linear small signal gain, β2, β3 are the group velocity disper-

sion and the third-order dispersion, γ is the nonlinear parameter, TR is the Ra-

man nonlinear response time, γ(ω0) =
n2(ω0)ω0

cAeff
is the nonlinear coefficient, where

Aeff is the effective area of the fiber. In the picosecond regime, the third order

dispersion, the self-steeping, and the Raman effect are not important, and they

can be ignored [26]. The Eq. 1.9 can be simplified:

i
∂A
∂z

= −i
α

2
A +

β2

2
∂2A
∂T 2 − γ|A|

2A, (1.10)
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the gain, the dispersion and the nonlinearity determine the pulse evolution

in the fiber. Write A(z,T ) =
√

P0exp(−αz/2)U(z,T ), where P0 is the peak power of

the pulse. The dispersion length LD and the nonlinear length LNL are defined as:

LD =
T 2

0

|β2|
, LNL =

1
γP0

. (1.11)

where T0 is the pulse duration. The Gaussian shaped pulse will broaden by

a factor of
√

2 after propagating a distance LD, while the nonlinear phase shift

increases by 1 after propagating a distance LNL. The nonlinear phase accumula-

tion φNL distorts the pulse shape and generally speaking, it should be avoided

in amplifiers. As a rule of thumb, we usually keep the nonlinear phase accumu-

lation φNL below 2π in the amplifiers to maintain high conversion efficiency for

the second harmonic generation (SHG), which requires both energy conserva-

tion and phase matching (momentum conservation) [25].

We have both 50 MHz and 1.3 GHz laser system for the ERL photoinjector.

The 50 MHz system is mainly used for the emittance measurements, because the

two-slit emittance measurement system (EMS) can only handle up to hundreds

of µA beam current. The 1.3 GHz system is dedicated for high current running

and will eventually be used for the entire facility. Both the 50 MHz and 1.3 GHz

laser systems have similar temporal laser profile shaping systems to optimize

the laser temporal profile, and they share the same spatial laser profile shaping

system.
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Table 1.1: The 50 MHz laser amplifier parameters

Stage Pre-amp DPA Main amplifier

Gain fiber Yb-501 DC-200/40-PZ-Yb-03

Fiber length 30 cm 200 cm

Core absorption >125 dB/m @ 915 nm 10 dB/m @ 976 nm

Pulse length ∼2.5 ps ∼2.5 ps

Input energy ∼0.1 nJ ∼3 nJ

Output energy ∼4 nJ ∼100 nJ

Mode field diameter 6±1 µm 30±2 µm

φNL ∼0.2 ∼ 1.5π

1.2.1 The 50 MHz laser system

The 50 MHz laser system constitutes a Yb-doped soliton fiber laser oscillator, a

divided pulse amplifier (DPA), the main stage amplifier, a Pockels cell, a SHG

crystal, four YVO4 temporal shaping crystals, and the transportation lenses as

shown in Fig. 1.2.1. The amplifier parameters are listed in Table. 1.1. It shares

the transverse shaping apparatus with the 1.3 GHz system on the optical table

near the gun, that has the beam expander, the spatial shaping iris, the virtual

cathode Charge-Coupled Device (CCD) camera.

The Yb-doped soliton fiber laser oscillator has a 1200/mm grating pair in-

side to provide -4 ps2 dispersion, so that the laser works in the soliton regime.

One end mirror is glued on a piezoelectric element and is used to synchronize

the laser with the RF clock. The pulse energy is 0.3 nJ, the bandwidth is 0.7 nm

and the pulse duration is 2.5 ps full-width at half maximum (FWHM), its time-

bandwidth product is 0.4 and not far away from the transform limited value
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Figure 1.4: The schematic of the 50 MHz laser system. ISO, optical isola-
tor; PBS, polarization beam splitter; DPA, divided pulse ampli-
fier; SC YDF, single-mode Yb-doped fiber; FR, Faraday rotator;
HWP, half wave plate; QWP, quarter wave plate; DM, dichroic
mirror; LMA PZ-YDF, large-mode-area single-polarization Yb-
doped fiber.

0.32. The dispersion length LD is on the order of 10 m, and it can be ignored in

the amplifier stage. The nonlinear phase accumulation is limited by the divided

pulse amplifier (DPA) and the large mode area fiber amplifier to be smaller than

2π (Table. 1.1). The DPA is there to ensure a small nonlinear phase shift before

the main amplifier, in order to preserve the beam quality. Then these pulses

are amplified in the DPA that has four YVO4 birefringent crystals (57.6 mm,

28.8 mm, 14.4 mm, 7.2 mm) to divide the original pulse to sixteen smaller pulses

in order to mitigate the self-phase modulation effect from the nonlinearities; one
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quarter-wave plate is also used to lower the nonlinearity by a factor of 1.5 from

changing the linear polarization to the circular polarization [26, 27]. The gain

fiber (Yb-501) length is 30 cm with pump absorption >125 dB/m at 920 nm. The

pulse energy is amplified to 4 nJ after this pre-amplifier. The nonlinear phase

accumulation in the DPA is 0.2 and is negligible. The gain fiber for the main

amplifier is the large-mode-area single-polarization fiber from NKT photonics,

DC-200/40-PZ-Yb-03. The fiber has length 2 m with pump absorption 10 dB/m

at 976 nm. These pulses are amplified to 100 nJ. The nonlinear phase accumu-

lation φNL here is 1.5π. These pulses go through two Brewster angle polariz-

ers to clean their polarization before entering the Pockels cell. The Pockels cell

changes the polarization of the input pulse train. With one polarizer after, it

chops the pulses to macro-pulse for the emittance measurement. The repeti-

tion rate of the macro-pulse can be adjusted from hundreds of Hz up to 5 kHz,

while the macro-pulse duration can be adjusted from 300 ns to 10 µs. Two Brew-

ster angle polarizers are placed behind the Pockels cell to dump the unwanted

power and also to prepare the linear polarization for the SHG. These pulses go

through a 15 mm LBO crystal at 178◦C for the noncritical phase match SHG pro-

cess [25], frequency doubled to 520 nm. The SHG conversion efficiency at 100 nJ

is normally 40% [20]. Then these pulses go through four YVO4 shaping crystals

with the crystal lengthes 15.1, 7.55, 3.78, 1.89 mm. At 520 nm, one mm YVO4

crystal corresponds to 1 ps time delay between the ordinal and the extraordi-

nal pulses, and these pulses are stacked together to produce the near flat-top

temporal distribution after passing through these crystals because of the group

velocity difference. These pulses are delivered to the gun optical table that is

30 m away from the shaping crystals. Three 1:1 image relay lenses are used for

the laser beam transport. The pointing stability just after the main amplifier
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is usually less than 1 mrad, however, after 30 m propagation, it corresponds to

3 mm position jitter that are not acceptable for practical experiments. Thus we

used three 1:1 image lenses to image relay the point just after the SHG crys-

tal three times before it reaches the optical table near the gun. The pointing

stability is improved to hundreds of µm after the image relay system. On the

gun table, the beam is magnified by a three-lens telescope which magnifies the

beam before an iris and then the laser beam is truncated by this iris to produce

the truncated-Gaussian or near-flat-top transverse distribution for the experi-

ments. The image on the iris is imaged onto the photocathode and the virtual

cathode CCD camera.

1.2.2 The 1.3 GHz laser system

The 1.3 GHz laser system is described in detail in the ref. [24].

The 1.3 GHz laser system has a commercial laser oscillator from the PriTel

company. It is also synchronized with the RF clock. The pulses from the oscil-

lator have a bandwidth 2 nm and pulse duration 8 ps and can be dechirped by

a grating pair to 800 fs FWHM. The amplifier parameters are listed in Table. 1.2,

the nonlinear phase accumulation after the main amplifier is 0.5π. The optical

power from the oscillator is 20 mW and it is amplified by a double-pumped

single-mode fiber amplifier to 250 mW, then it goes through a preamplifier, the

power increases to 3.5 W. Then the pulses are amplified by the main amplifier to

150 W. These pulses are dechirped by a transmission grating pair to 800 fs. After

the compressor, the optical power is 110 W. After dechirping, the pulse width

is 890 fs; these pulses are frequency doubled by the same type of 15 mm LBO
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Table 1.2: The 1.3 GHz laser amplifier parameters

Stage Pre-amp 1 Pre-amp 2 Main amplifier

Gain fiber Yb-164 DC-135/15-PM-Yb DC-200/40-PZ-Yb-03

Fiber length 300 cm 220 cm 250 cm
Core absorption
@ 976 nm

30 dB/m 8 dB/m 10 dB/m

Pulse length ∼8 ps ∼8 ps ∼8 ps

Input
energy ∼10 pJ ∼150 pJ ∼2 nJ

Output
energy ∼200 nJ ∼2.7 nJ ∼100 nJ

Mode field
diameter 6±1 µm 16±1 µm 30±2 µm

φNL ∼0.1 ∼ 0.1 ∼0.5π

crystal to 65 W optical power at 520 nm wavelength [24].

1.3 The photocathode and the photoemission gun

The photoemission gun can generate electrons with very low emittance and

very short bunch length, and the initial bunch shape can be optimized by shap-

ing the initial laser pulse profiles. Cornell has chosen the DC type photoemis-

sion gun because of the 1.3 GHz repetition rate and the 100 mA requirements.

Several types of photocathode have been tested at the Cornell ERL. The mer-

its are the high quantum efficiency (QE), the short response time, the low trans-

verse mean emittance, and the long lifetime. It is still one active research area in
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the accelerator community [2]. We normally use semiconductor photocathodes

because of their high QE.

Let us take GaAs photocathode as one example. It has all the merits men-

tioned above (except long life time) and has also been widely studied [2]. When

a laser pulse hits a GaAs photocathode, valence electrons on the top of the va-

lence band are excited into the conduction band. There are some diffusion pro-

cesses (electrons collide with the lattice or the phonon), some electrons will go

to the surface of the cathode, and escape into the vacuum. One thin layer of

Cs is deposited on the surface of the GaAs to produce negative electron affinity,

and it makes the photoemission process much more efficient. KCsSb cathodes

have also been used. We have demonstrated 50 mA operating current from the

GaAs cathode, and are investigating how to extend its lifetime at such a high

current [12].

After the electrons are generated from the photocathode, they are acceler-

ated by the gun high voltage (HV). The initial electrons have the thermal emit-

tance, which is the mean transverse energy of the photoelectrons. Because of

the Coulomb forces, these electrons repel each other and the emittance grows

rapidly. When these electrons are accelerated, in their own moving frame, the

repulsive forces are decreased by a factor of γ2 (γ is the Lorentz factor). So that

the higher the electric field, the earlier that the emittance will be frozen. The

DC type photoemission gun can provide stable high currents, however, its volt-

age is limited by the current technology [28]. We normally operate this gun at

350 kV, which corresponds to γ ∼ 1.7. This is several times smaller compared to

the RF guns [2], thus it is more challenging to compensate the emittance down-

stream. The gun HV is 350 kV, which is much lower compared to the 6 MeV
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from the RF gun at the LCLS. Because the transverse space charge effect scales

with 1/γ2, therefore, the 0.8 mm-mrad emittance result at 80 pC bunch charge is

comparable with the 1.2 mm-mrad at 1.2 nC values from the LCLS [9, 10].

There has been a lot of work on increasing the gun HV, which includes using

a ceramic with guarding rings to reduce the field emission and the stress. New

guns are being built in the Wilson lab, and the research of using a SRF gun is

also underway at many labs.

1.4 The emittance compensation section

When the electron bunch has a uniform ellipsoidal distribution, the space

charge (SC) force is linear and the emittance growth can be compensated by

the linear optics downstream [29]. We have an emittance compensation section

between the gun and the cryomodule. This section contains two solenoids with

a bunching cavity (buncher) between them. The first solenoid focuses the elec-

tron beam inside the buncher, while the second solenoid focuses the beam inside

the first SRF cavity of the cryomodule. The buncher is used to give a negative

chirp on the bunch to compensate the longitudinal space charge effect [30].

Without the SC effect, the bunch length is 30 ps FWHM or 8 ps root mean

square (rms) when it enters the buncher; while at the full bunch charge 80 pC

and 2 mm diameter initial beam size, the bunch length increases to 60 ps FWHM

or 20 ps rms. The bunch has a positive energy chirp: the head (tail) part gets ac-

celerated (decelerated) and travels faster (slower). The buncher operates in the

bunching mode (-90 degree from the on-crest value), and gives a negative chirp

to the bunch to compress the bunch length. The bunch length is compressed to
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14 ps rms after the buncher, and can be further compressed by the SRF cavities

when they operate closer the bunching phase.

1.5 The SRF cavities

The SRF cavities are inside the cryomodule, where the temperature is 1.8 K. The

Cornell ERL photoinjector has five two-cell SRF cavities, each of them can boost

the beam energy by several MeV [31, 32]. After the photoinjector, the beam

energy can be varied from 5 to 15 MeV. Because of the practical purposes such

as the radiation concern and the neutron production threshold, we normally

operate at beam energy from 5 to 6 MeV.

1.6 Beam diagnostics

We have advanced beam diagnostics in order to monitor the beam properties

and also for the research purposes. We have the spectrometer to measure the

beam energy, the beam position monitors (BPMs) to measure the beam position,

the Faraday cup to measure the beam current, and also the two-slit emittance

measurement system (EMS) to measure the transverse beam emittance.

1.6.1 Beam position monitors

The beam position monitor (BPM) has specially designed antennas and can pick

up the signal from the electron bunches traveling through them. When an elec-
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tron bunch passes through the BPM, it generates current intensity. By analyzing

the current data, we can get the beam position, the bunch arrival time and the

bunch charge. It is widely used in the Cornell ERL and can monitor the beam

operation in real-time [2].

1.6.2 Spectrometer

The electron beam is bent in the C2 section of the photoinjector by the dipole

magnet. It hits a view screen downstream the dipole. The energy spread can

be measured on the view screen. With the deflecting cavity turned on, time-

resolved energy spread can be measured. By inserting the vertical and hori-

zontal slits in the A4 section, we can measure the energy spread at a particular

phase space point. We compare the measured time-resolved energy spread with

simulation to gain insight of the beam dynamics.

1.6.3 Bunch charge measurement

We measure the bunch charge in several different ways. The current reading

from the gun gives the most accurate reading, however, it needs sufficient cur-

rent (tens of mA). The Faraday cup collects the current from of the electron beam

and the bunch charge can be calculated straightforwardly:

q =
Ī

DF · f0
, (1.12)

where Ī is the average current measured by the Faraday cup, DF is the duty

factor, f0 is the repetition rate of the drive laser. The BPM intensity can also

measure the bunch charge after it is calibrated by the other methods.
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1.6.4 Emittance measurement systems

There are several ways to measure the projected emittance. One of them is to

scan a quadrupole magnet and reconstruct the emittance using tomography [2],

however, it does not work well when the transverse SC effect dominates the

emittance growth. We use the two-slit method to measure the projected beam

emittance [2]. We use magnet corrector pairs to move the beam transversely,

and a slit to sample the beam. Effectively, the first slit selects the transverse

position of the phase space while the second slit selects the transverse momen-

tum of the phase space, as illustrated in Fig. 1.5. By scanning the two magnet

corrector pairs, we can scan the entire phase space and reconstruct the project

emittance [2]. In our experiment, the charge is collected in a Faraday cup con-

nected to a fast charge-to-voltage amplifier, and a 100×100 point phase space

scan can be done within 10 seconds. This capability enables the real-time trans-

verse projected emittance optimization in experiments. When we replace the

Faraday cup with a defecting cavity and a view screen, we can measure the

time-resolved slice emittance, which will be discussed later in one chapter of

this thesis.
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Figure 1.5: The measured vertical emittance phase space distribution.
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CHAPTER 2

THE STARTING DYNAMICS OF DISSIPATIVE-SOLITON FIBER LASERS

The starting dynamics of an all-normal-dispersion Yb-doped fiber laser are

studied experimentally and compared to an existing stochastic model of start-

ing from quantum noise. The laser reaches mode-locking 10 to 100 times faster

than a soliton laser with similar parameters. According to the model, the fast

starting can be attributed to the large pulse energy in the normal-dispersion

laser. We also report direct observations of starting from relaxation oscillations

and discuss that process in light of the theory.

Originally published as H. Li, D. G. Ouzounov, and F. W. Wise, Opt. Lett. 35,

2403 (2010).

2.1 Introduction

The field of ultrafast science and technology depends on the availability of

sources of ultrafast pulses, and this has motivated extensive studies of pulse

evolution in mode-locked lasers. The phase-locking of a large number of lon-

gitudinal cavity modes is a fascinating process, and the self-starting is an im-

portant practical attribute of a mode-locked laser. Quite a few studies of the

starting dynamics of mode-locked lasers have been reported [1, 2, 3, 4, 5, 6, 7, 8,

9, 10, 11, 12, 13, 14, 15, 16]. To date, all work on starting dynamics has addressed

lasers with anomalous cavity group-velocity dispersion (GVD) and soliton-like

pulse shaping. These studies have considered solid-state lasers and Er-doped

fiber lasers.
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A number of models have been proposed to explain the observed thresh-

old power for the mode-locking, and these tend to focus on the competition

between phase-locking and decoherence processes [2, 3, 4, 5, 6, 7, 9, 10, 13]. Re-

cently, Gordon et al. developed a stochastic theory of the onset of mode-locking,

in which starting is viewed as a noise-induced escape over an entropic barrier,

and mode-locking constitutes a thermodynamic phase transition [15, 16]. This

model indicates that quantum noise initiates the pulsation, and the free-running

cavity modes are coupled together by the saturable-absorber nonlinearity. The

group-velocity dispersion (GVD), which is crucial to the steady mode-locked

state, is not a factor in the starting dynamics.

Normal-dispersion femtosecond lasers, in which pulses are dissipative soli-

tons, have demonstrated major performance advantages [17, 18]. Here we re-

port a study of the starting dynamics of an all-normal-dispersion (ANDi) fiber

laser. The stochastic theory accounts for the starting dynamics under some con-

ditions, although the starting times are ∼10 times faster than in soliton lasers

owing to higher pulse energies. In addition, we directly observe the influence

of relaxation oscillations on the starting, which can speed up the starting process

by another order of magnitude.

2.2 The starting dynamics of Yb-doped soliton fiber lasers

The starting dynamics of an Yb-doped soliton fiber laser were measured as a

control experiment. The laser is described in [19], and the fiber lengths and

grating pair were chosen for net cavity GVD of -0.18 ps2. Nonlinear polariza-

tion evolution acts as the saturable absorber. The repetition rate is 46 MHz and
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Figure 2.1: Results from soliton laser. a) spectrum, b) pulse energy and
2-photon absorption traces. Green: pulse energy, red: peak
intensity. c) start time histogram and exponential fit, d) peak
fluctuation interval histogram and exponential fit. The peak
intervals are the time intervals between peaks P1, P2 and P3 in
Fig. 1(b). Peak positions are defined as where the peaks start.

the intra-cavity pulse energy is 0.6 nJ. With these parameters, the laser operates

in the soliton regime [Fig. 2.1(a)]. The pulse is transform-limited, with 700 fs

duration, and 0.4 nJ output energy. A mechanical chopper is placed inside the

cavity. An InGaAs detector is used to monitor the pulse energy, and a GaAsP

photodiode, which only detects 1-µm light through 2-photon absorption, moni-

tors the peak intensity.

Typical measured traces are shown in Fig. 2.1(b). We define the zero of time

as when the cavity mode is first completely unblocked by the chopper wheel.

Aliasing produces structure in the pulse energy trace (green), but it does not
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interfere with the analysis, because we are only interested in the position when

the trace rises above the noise floor. The starting time is defined as when the

laser reaches the mode-locked state as indicated by a stable 2-photon current

level. Fluctuations in the peak power (red) are observed before the onset of

mode-locking. The distribution of time intervals between peak fluctuations can

help unveil the origin of fluctuations. We recorded thousands of pulse energy

and peak intensity traces, and analyzed their statistical properties.

The results are similar to those of prior measurements of soliton lasers [1, 2,

3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]. The start times exhibit an exponential

distribution [Fig. 2.1(c)], which implies that the fluctuations are domintated by

quantum noise [16]. The peak fluctuation time intervals also obey the exponen-

tial distribution [Fig. 2.1(d)], which indicates that the peak fluctuation birth rate

is constant in time, another signature of quantum noise. The average start time

is 100 ms, close to the results in [16].

2.3 The starting dynamics of Yb-doped dissipative soliton fiber

lasers

The normal-dispersion regime is accessed by removing the grating pair from

the laser and adding a filter; the setup is otherwise unchanged. The resulting

GVD is 0.08 ps2 and the repetition rate is 52 MHz. The spectrum [Fig. 2.2(a)]

exhibits the steep sides and cat-ear structure of dissipative-soliton formation.

The chirped output pulse is 10 ps in duration, and can be dechirped to 200 fs,

near the transform limit. The pulse energy ranges from 3 to 5 nJ, depending

on the pump power. Example traces of the pulse energy and peak power are
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Figure 2.2: Results from ANDi laser. a) spectrum, b) pulse energy and 2-
photon absorption traces. c) start time histogram and expo-
nential fit, d) peak interval histogram and exponential fit, e)
intra-cavity energy vs. start time, fitted by model in [16], f)
intra-cavity energy vs. peak interval and exponential fit.

shown in Fig. 2.2(b). Peak intensity fluctuations occur before the mode-locked

state is reached, as in the soliton case. In the ANDi laser, short-lived pulsations

occur after each peak fluctuation, but fail to reach the steady mode-locked state.

Although the pulse evolution in the ANDi laser is very different from soli-
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ton evolution, the distributions of the start times and fluctuation intervals

[Figs. 2.2(c, d)] are exponential and again indicate the dominant role of quan-

tum noise. However, the start times range from 140 µs to 14 ms, which is an

order of magnitude shorter than the start times in the soliton laser. The start

time varies rapidly with the intra-cavity pulse energy [Fig. 2.2(e)], as predicted

by the stochastic model [16]. The fluctuation interval ranges from 70 µs to 2 ms

and exhibits an analogous dependence on pulse energy. Higher cavity energy

produces a higher peak fluctuation birth rate, and in turn a shorter starting time.

Starting dynamics in soliton and dissipative-soliton lasers are similar (al-

though with distinct time scales) because dispersion and the refractive nonlin-

earity have little impact on the initial pulse formation. When mode-locking is

starting, fluctuations occur on the scale of mode-beating: hundreds of picosec-

onds to nanoseconds. Thus only the saturable absorber nonlinearity couples

free-running cavity modes. These conditions are consistent with the assump-

tions of the stochastic model [16], and it accounts well for the experimental ob-

servations.

Sources of noise other than quantum noise can contribute to the initial fluc-

tuations. In the course of these experiments, we configured the ANDi laser to

operate with increased output coupling. The spectrum [Fig. 2.3(a)] is essen-

tially unchanged, and the pulse duration is unchanged. Under these condi-

tions, the pulse energy and peak power undergo regular and periodic varia-

tions [Fig. 2.3(b)], in contrast to the random fluctuations presented above. The

peaks have instrument-limited duration of 1 µs. The peak interval distribution

[Fig. 2.3(c)] is localized around 70 µs, and its width decreases with increasing

pulse energy. The distributions of peak positions and starting times overlap
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Figure 2.3: Results that show relaxation oscillations. a) spectrum, b) pulse
energy and 2-photon absorption traces, c) peak interval his-
togram and Gaussian fit, d) start time and peak position his-
tograms, and best-fit exponentially-decaying sinusoid, e) intra-
cavity energy vs. oscillation period. Symbols are measured
and line is model of [20], with parameters K ∼ 10−3, N ∼ 5×108,
γc ∼10 to 50 ns−1, γ2 ∼2.3 ms−1 for each cavity mode, r ∼2 to
20, [20], f)intra-cavity energy vs. start time and best-fit model
in [16].
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substantially [Fig. 2.3(d)], so starting is clearly correlated with the strong pulsa-

tion.

The parameters of the Yb fiber lasers studied here imply that relaxation os-

cillations should occur with periods of 40 to 80 µs and damping times of 10 to

150 ms. The period of observed pulsations is plotted versus the pulse energy in

Fig. 2.3(e) along with the values calculated from a standard model of relaxation

oscillations [20]. The good agreement supports the assignment to relaxation os-

cillations.

Remarkably, we are unable to find any previous literature report of the role

of relaxation oscillations in starting of mode-locking. The relaxation oscillation

facilitates the starting; the laser reaches the steady mode-locked states within

200 µs, or less than three periods [Figs. 2.3(c, d)]. The starting time is around 100

µs with 3 nJ energy, and decreases to around 50 µs at 5 nJ energy, much faster

than when the fluctuations are random. The relaxation oscillations are more

likely to occur with higher intra-cavity energy; no relaxation oscillations are ob-

served when the energy is below 1 nJ. Beyond that, we are unable to state spe-

cific conditions or a procedure that is certain to produce the relaxation oscilla-

tions. Mode-locked states that appear to be identical from the standard diagnos-

tics (pulse energy, spectrum, autocorrelation) may or may not exhibit relaxation

oscillations in the starting process. We conjecture that initial conditions of the

atom and the field parameters may determine why one noise source dominates

a starting event. Perhaps accurate measurements of the noise spectrum [21] will

be able to shed light on this. The influence of relaxation oscillations (or more

generally, of gain and loss dynamics) on steady-state mode-locking stability is

well-known, and typically observed as sidebands in the radio-frequency spec-
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trum. Even when the starting dynamics exhibit the relaxation oscillations as in

Fig. 2.3(b), we fail to observe them in the steady-state spectrum, which means

that they are attenuated by at least 70 dB relative to the mode-locked peak.

In all the cases presented here, the overall structure of the starting time distri-

bution is exponential, which is a feature of the first-order escape process [16]. It

can be viewed as a trial-and-success process. Whenever there are intensity fluc-

tuations of any origin, the system tries to reach the steady mode-locked state

until it succeeds. Thus, the starting time distribution in all cases is exponen-

tial, but the fluctuation source can add some features to the distribution, such

as in Fig. 2.3(d), when relaxation oscillation dominates. The stochastic model

does not accurately predict the dependence of starting time on pulse energy

[Fig. 2.3(f)], presumably because it does not consider deterministic sources of

fluctuations.

2.4 Conclusions

In conclusion, we have studied the starting of mode-locking in an all-normal-

dispersion fiber laser. A stochastic theory of the mode-locking transition ac-

counts well for the experiments when the starting is from quantum noise. The

laser starts 10-100 times faster than soliton lasers, owing to higher pulse ener-

gies. This rapid starting may be valuable to some applications of these lasers.

We also observe starting from relaxation oscillations, apparently for the first

time. Starting is closely correlated to relaxation oscillations when they occur,

and the starting time decreases significantly compared to starting from quan-

tum noise. Future work will address why quantum noise or relaxation oscilla-
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tions control the starting, along with any connections to the steady-state noise

spectrum.
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CHAPTER 3

THE THREE-DIMENSIONAL LASER PULSE INTENSITY DIAGNOSTIC

Minimizing the electron beam emittance of photoinjectors is an important task

for maximizing the brightness of the next-generation x-ray facilities, such as

free electron lasers and energy recovery linacs. Optimally-shaped laser pulses

can significantly reduce emittance. A reliable diagnostic for the laser pulse in-

tensity is required for this purpose. We demonstrate measurement of three-

dimensional spatiotemporal intensity profiles, with spatial resolution of 20 µm

and temporal resolution of 130 fs. The capability is illustrated by measurements

of stacked soliton pulses and pulses from a dissipative-soliton laser.

Originally published as H. Li, I. V. Bazarov, B. M. Dunham, and F. W. Wise,

Phys. Rev. ST Accel. Beams 14, 112802 (2011).

3.1 Introduction

Next-generation x-ray facilities, such as free-electron lasers (FELs) and energy

recovery linacs (ERLs), produce high brightness x-ray beams from diffraction-

limited electron beams. The initial electron beam properties determine the per-

formance of the entire facility, which makes the development of low-emittance

electron sources a priority [1]. The beam emittance is a result of the interplay

of several phenomena, and depends on a number of factors such as the pulse

shape of the photoinjector drive laser [2], the three-dimensional (3D) nature of

space-charge forces inside the bunch, the boundary conditions near the photo-

cathode [3], the fields in the radio-frequency (RF) linac cavities, and the aberra-
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tions of the electron optics in the gun and downstream. Achieving an ideal 3D

electron-beam shape is a matter of active research in the accelerator community:

a uniform ellipsoidal beam is the optimal shape when considering linear space-

charge forces in free space [4], while a cylindrical shape is known to produce

small emittances and is a practical solution pursued in several laboratories [5, 6].

However, the optimum intensity profile in a real system generally requires more

complicated shapes to achieve the lowest emittance [7]. To experimentally study

the effects of the laser shape on beam performance in photoinjectors, a reliable

3D laser pulse intensity diagnostic is required.

Most existing pulse/beam diagnostics measure the field in the space and

time domains separately. Second-order autocorrelation is one of the more tradi-

tional techniques in the laser field; being simple in its implementation, it, how-

ever, can only provide limited temporal and phase information [8]. Frequency-

resolved optical gating (FROG) and its successors give both the temporal in-

tensity and phase information, through the spectrogram of the sum frequency

generated by the original laser pulse [9]. FROG employs an iterative phase-

retrieval algorithm, which works well for most applications. Spectral phase in-

terferometry for direct electric-field reconstruction (SPIDER) technique can also

measure the optical field (both the amplitude and phase) by use of a spectral

shearing interferometer [10]. Both of these are established techniques for char-

acterization of the full electric field of a light pulse. Typically, a charge-coupled

device (CCD) camera is used to display the (time-integrated) transverse inten-

sity profile. While measuring the spatial and time domains separately suffices

for many practical cases, the flexibility of the electron generation mechanism

in photoinjectors calls for a more general diagnostic capable of providing di-

rect 3D intensity information for the laser pulses incident on the cathode. The
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phase information is not necessary because the photocathode is not sensitive to

the phase. Two-dimensional (2D) spatiotemporal field diagnostics have been

developed [12, 11, 13, 14] and 3D diagnostics have also achieved limited suc-

cess [15, 16, 17]. Recently, Li et al. developed a simple scheme to measure the 3D

laser pulse intensity [18, 19, 20], which is essentially a first order noncollinear

cross-correlation with a CCD camera as a detector. The proof-of-principle ex-

periment has been performed in [18, 19, 20], but a number of questions remain

regarding the method’s limitations and capabilities. As a first-order autocorre-

lation technique, it cannot be sensitive to the phase; would a cross-correlation

between a transform limited (TL) pulse and the unknown pulse yield more in-

formation than an autocorrelation, which washes out all the phase information?

What sets the accuracy of the method? Can the method be verified using other

techniques and in what cases does it serve as a reliable 3D laser shape diagnos-

tic? What role does data processing play in arriving at the intensity profiles and

how can one improve the data analysis? The present work presents a ready-

to-use data analysis toolkit and explores the method’s capability in a number

of controlled experiments, confirming the accuracy and the practicality of this

technique. A quantitative comparison between the measured results and theo-

retical predictions is presented. The limitations of the method are discussed as

well.

We begin with a brief survey of the existing 3D laser pulse diagnostics and

follow with the implementation of the 3D intensity measurement. Then we

present the measurements of stacked soliton pulses, which offer one practical

solution for minimization of electron beam emittance in photoinjectors [6]. We

further illustrate the capability of the 3D diagnostic by measuring the pulse from

an all-normal dispersion (ANDi) fiber laser [21], which has a complicated tem-
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poral shape. We conclude with a discussion of the limitations of this technique

and the outlook for future development.

3.2 Spatiotemporal diagnostics

Although diagnostics of the temporal pulse shape are well-developed, 3D

spatiotemporal laser diagnostics have had limited success, in part because

of the challenges in their implementation. Unlike the temporal field, which

can be mapped to some equivalent 1-dimensional representation (such as the

spectrum in the frequency domain or intensity in the time domain), or a 2-

dimensional representation (such as the spectrogram) and easily measured, the

3-dimensional field can only be accessed by brute force. Thus, the majority of

the methods are based on autocorrelation or cross-correlation with an appro-

priately prepared probe pulse. Di Trapani et al. suggested a cross-correlation

scheme to image short optical pulses based on non-collinear sum frequency gen-

eration (SFG); it offers new capabilities to measure the 3D intensity, but the finite

bandwidth of the mixing crystal and the noncollinear mixing process limit its

spatiotemporal resolution and require extensive data interpretation [15]. Tre-

bino et al. developed a technique based on nonlinear spectral interferometry

and in particular demonstrated measurement of a pulse at a focus [16]. Tre-

bino and co-workers also demonstrated full 3-dimensional intensity and phase

information from a single hologram, in which two pulses are cross-correlated

through a specially made diffractive optical element [17], although the time res-

olution is limited and the setup is highly specialized. Finally, Li et al. presented

a generic method based on noncollinear first order cross-correlation [18, 19, 20],

whose implementation is simple and which is suitable for measurement of a
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large variety of pulses. As a 3D diagnostic, its accuracy and limitations need to

be further investigated. We present this systematic study in a number of con-

trolled experiments.

(a)

(b)

Figure 3.1: a) Conceptual and b) schematic implementation of the diag-
nostic. (a) the initial beam is split to the probe beam and ob-
ject beam, with adjustable time delays, then they are combined
with a small angle on the CCD camera. (b) the experimental
setup to measure stacked soliton pulses. ISO, isolator; HWP,
half wave plate; PBS, polarization beam splitter; TEL, tele-
scope; BS, beam splitter; BB, beam block; 1-D ST, motorized
one dimensional stage; SH1, shutter 1; SH2, shutter 2; CCD,
CCD camera.

3.3 Method and implementation

This method is essentially a noncollinear first order cross-correlation, as illus-

trated by Fig. 3.1(a). The pulse under investigation (object pulse) is split into
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two beams to produce a probe pulse. Ideally, the probe beam should be the

transform-limited (TL) version of the original pulse, which was the case in our

experiment. These two pulses are combined at a small angle and then detected

by a CCD camera. The angle between these two beams is chosen so that the

interference fringe spatial period is small but resolvable on the CCD camera.

The time delay between the probe and object pulses is adjusted by an optical

delay line, and the CCD camera records the time integrated intensity (fluence)

I(~r, τ) as a function of the time delay τ [20] (we refer to this quantity simply as

intensity for the rest of the paper):

I(~r, τ) =

∫
dt|Ao(~r, t)exp(iφo(t) + i~ko · ~r − iω0t)

+ Ap(~r, t − τ)exp(iφp(t − τ) + i~kp · ~r − iω0(t − τ))|2

= Io(~r) + Ip(~r) + 2cos{ω[τ + δ(~r)]}

×

∫
dtAo(t,~r)A∗p[t − δ(~r) − τ,~r]

×cos{φo(t) − φp[t − δ(~r) − τ]}. (3.1)

A(~r, t) and φ(~r, t) are the slowly-varying amplitude and phase of the pulse;

the subscripts o and p denote the object and probe pulses respectively. Io(~r)

and Ip(~r) are the intensities of the object beam and the probe beam separately,

with the coupling term representing the interference between them. When the

probe pulse is short compared to the object pulse, Eq. (3.1) can be simplified

by applying the δ function approximation, then we obtain the same formula as

in [20],

I(~r, τ) ≈ Io(~r) + Ip(~r) + 2cosω[τ + δ(~r)] ×
√

∆tpio(τ,~r)
√

Ip(~r). (3.2)
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∆tp is the duration of the probe pulse, and io(τ, r) is the object pulse intensity

at different time delays. The δ function approximation neglects temporal broad-

ening from the cross-correlation, as expected. On the other hand, the effect of

cross-correlation on the phase is more complicated and will be discussed further

below. The object pulse intensity at time τ can be retrieved from [20]

io(τ,~r) ∝ C2(τ,~r)/Ip(~r) [20]. (3.3)

Here C(τ, r) is the amplitude of the coupling term in Eq. (3.3); it corresponds

to the spatial modulation depth of the interference pattern.

The probe and object beams are combined at an angle for practical reasons.

If they overlap perfectly with each other, the time delay line will be sensitive

to less than a quarter wavelength; considering the moving part of the delay

line and mechanical vibrations in the lab, this configuration is overly sensitive

and may produce artifacts that would degrade both the temporal and spatial

resolutions. With a small angle between the beams, the ambient noise shifts the

phase of the fringes but not the envelope [20]. A larger angle corresponds to

finer spatial fringes, and finer resolution. In our experiments, the angle is 0.05

rad, which produces fringes with 20 µm period at 1 µm wavelength. These are

resolved by the CCD camera, which has pixel size 4.4×4.4 µm. Thus, our spatial

resolution is 20 µm.

The modulation depth C(τ,~r) should be measured with good fidelity, and

this creates several practical considerations for the choice of the CCD camera.

Generally speaking, a low-noise and high dynamic-range CCD camera is pre-

ferred. The thermal noise from the CCD camera is a known issue; without cool-
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ing, the thermal noise from the CCD camera cannot be ignored, and with lower

optical intensity increased Poisson noise will appear in the pulse intensity as

in Eq. (3.3). The contrast ratio C(τ,~r) can be very small for the peripheral part

of a pulse; increasing Ap(t,~r) increases the contrast ratio, which improves the

signal-to-noise ratio achieved by the CCD camera. Practically, the beam spatial

intensity distribution is usually a Gaussian, and magnifying the beam by two

to three times will serve this purpose. We magnified the probe beam by three

times in our experiment.

According to Eq. (3.2), at each time delay we need to know the intensities of

the object beam, the probe beam, and the coupling term. Thus we record the

beam profiles of the object beam (imgo(~r, τ)), the probe beam (imgp(~r, τ)) and the

overlapping beam (imgi(~r, τ)) at each time delay. By applying Eq. (3.3), we can

retrieve the object pulse intensity at each time delay.

The envelope of the spatial modulation gives the contrast ratio C(~r, τ), while

the fine spatial modulation depends on the angle between the object and probe

beams. In order to extract the contrast ratio envelope from the interference pat-

tern, we need to take the absolute value of the spatial modulation, and then filter

out these modulations with a low-pass filter in the spatial frequency domain:

G(ω) =

√
1

1 + ( ω
ω0

)2N . (3.4)

We use a Butterworth filter (Eq. (3.4)), which has a flat response in the pass

band and thus introduces little distortion to the contrast envelope. In our ex-

periment, we set N=8; the bandpass frequency ω0 is determined by minimizing

the probe pulse distortion before and after filtering. After filtering, we inverse
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Fourier transform the filtered spatial frequency back to the space domain to ob-

tain the contrast ratio envelope at a given time delay(CF(τ,~r)). We also filter the

intensity of the probe beam to make the data processing consistent. This can be

expressed as

CF(τ,~r) = IFFT2[Filter[FFT2[ABS(imgi − imgo − imgp(~r, τ))]]], (3.5)

io(τ,~r) ∝ |CF(τ,~r)|2/IF
p (~r). (3.6)

Here the notations ABS, FFT2 and IFFT2 refer to absolute value, two-

dimensional fast Fourier transform and inverse two-dimensional fast Fourier

transform. The superscript F denotes the filtered results.

Whenever a filter is used in data processing, systematic error is introduced.

Because of the low-pass nature of the filter, beam profiles with sharp edges can

be smoothed out. In our experiment, all the spatial shapes are essentially Gaus-

sian, so that this was not an issue. But for other profiles such as a flat-top, or

a high-order super-Gaussian, more optimized filtering may present an advan-

tage. The process is repeated for each intensity slice at a given time delay and

their combination provides the 3D laser pulse intensity.

We illustrate the method and its capabilities by performing 3D pulse charac-

terization from two different laser systems. The first is a stack of soliton pulses,

which is being used at the Cornell ERL photoinjector [2, 6]. The second is the

measurement of the pulse directly from an all-normal-dispersion (ANDi) fiber

laser [21], which displays salient temporal features that allows for quantitative

comparison with the known pulse shape.
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(a) (b)

Figure 3.2: The soliton laser characterization. (a) the second-order auto-
correlation; (b) the spectrum.

3.4 Measurement of stacked soliton pulses

The experimental setup is depicted in Fig. 3.1(b). It is composed of the soliton

laser and the diagnostics. Soliton pulse evolution happens in the anomalous

group velocity dispersion (GVD) regime, where the phases accumulated from

the nonlinearity and the dispersion cancel each other exactly; this evolution can

also happen when the laser cavity has segments of normal and anomalous GVD

and net negative GVD. We constructed a soliton laser from a Yb-doped fiber

system. A grating pair inside the cavity provides -4 ps2 GVD, while the fiber

dispersion is only around +0.08 ps2, so that the laser operates in the soliton

region. The second-order autocorrelation is shown in Fig. 3.2, and the spectrum

exhibits sidebands that correspond to dispersive waves. The full-width at half-

maximum (fwhm) pulse duration and spectral bandwidth are around 2 ps and

0.7 nm, respectively; these give a time-bandwidth product of 0.4, which is close

to the TL value of 0.32. After producing these pulses, we stacked them together

to produce a longer cylinder-likes pulse [22].
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Figure 3.3: Passive beam shaping by two YVO4 birefringent crystals. Their
optical axes are oriented at 45◦ to each other. By varying this
angle, more complicated pulses can be produced in the time
domain.

After the pulses are generated from the soliton laser, the beam is split into

the object and probe beams [Fig. 3.1(b)]. The object beam passes through two

birefringent crystals that are configured to produce four replicas of linear ver-

tical and horizontal polarization, as in Fig. 3.3. Two a-cut YVO4 crystals with

lengths 3.4 mm and 6.8 mm are configured with optical axes 45◦ to each other

and the laser beam strikes with polarization 45◦ to the optical axis of the first

crystal. The ordinary (o) and extraordinary (e) pulse are separated inside the

birefringent crystal because of their group velocity mismatch; a 1-mm YVO4

crystal causes ∼0.8-ps delay between the o pulse and e pulse at 1 µm wave-

length. Because the polarization is 45◦ with respect to the optical axis, the o and

e pulse have the same amplitude. After passing through these two crystals, four

replica pulses with equal amplitude are produced, and together they stack to a

longer pulse, with nearly flat-top distribution in the time domain [6, 22, 23]. As

mentioned before, to reduce the error from the retrieval process, the probe beam

is magnified by a 1:3 telescope. A one-dimensional motorized stage with 50-nm

precision (PI M-112.12S) serves as the optical delay line; the time delay is set
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with 130-fs precision which defines the time resolution. The shutters 1 and 2 in

Fig. 3.1(b) are used to select the probe, object, and overlapping beams separately.

The shaped pulse has two orthogonal linear polarization, and they are detected

separately. The half wave plate (HWP) rotates the polarization of the shaped

beam, so that only one polarization projects on the probe beam and contributes

to the signal on the CCD camera, while the other polarization is orthogonal to

the probe beam polarization, and does not produce a signal. A 14-bit CCD cam-

era (Spiricon GRAS20) serves as the detector, which has spatial resolution 4.4

µm. The data acquisition process precedes the data analysis and both are fully-

automated in MATLAB - collection of 200 data points in the time domain with

image resolution 1600×1200 (each file is ∼1.9 MB) at each slice takes about 10

minutes. After applying Eq. (3.3) to retrieve the object beam intensity, the 3D

intensity information is obtained; the data analysis takes around 60 minutes on

a quad-core processor with four threads running simultaneously, and it can be

further parallelized if more processors are available.

Some sample raw data are shown in Fig. 3.4. The probe beam is magnified

by ∼3 times [Fig. 3.4(a)] compared to the object beam [Fig. 3.4(b)], so only the

center part with adequate intensity overlaps the object beam. When they over-

lap each other in the time domain, spatial modulations are produced as seen

in Fig. 3.4(c, d). When the time delay is large, very little spatial modulation is

observed [Fig. 3.4(e, f)]. The envelope of the spatial modulation changes and

reflects the pulse intensity profile at each time delay.

Fig. 3.5(a) shows the absolute spatial modulation envelope of Fig. 3.4(c). Its

spatial frequency spectrum is depicted in Fig. 3.5(c). The sidebands correspond

to the modulation fringes, and the dynamic range is ∼104, which is limited by
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(a) (b)

(c) (d)

(e) (f )

Figure 3.4: The raw data for the stacked soliton case. (a) the probe
beam(imgp); (b) the object beam (imgo); (c) the overlapping of
the probe and object beam when they overlap in the time do-
main (the interference, img1

i ). (d) zoomed in image of (c). (e)
the overlapping of the probe and object beam when they do not
overlap in the time domain (the interference, img2

i ). (f) zoomed
in image of (e).

the dynamic range of the CCD camera. After applying the low-pass Butter-

worth filter, the sidebands are suppressed by a factor of ∼1020 [Fig. 3.5(d)] and

the inverse Fourier transform gives the absolute envelope of the contrast ratio.

The object pulse intensity at a given time delay is reconstructed by applying

Eq. (3.3).

By repeating this process at each time delay, slices of the 3D object pulse in-

tensity are collected; combining them, we can get the 3D intensity of the object
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(a) (b)

(c) (d)

Figure 3.5: The spatial filter. (a) the image before filtering, ABS (img1
i −

imgp − imgo); (b) the image after filtering; (c) the log scale spa-
tial frequency of (a) before filtering; (d) the log scale spatial
frequency intensity of (b), after filtering.

beam, as shown in the iso-intensity surfaces plot [Fig. 3.6(b)], where the false

color represents different light intensities. The temporal intensity is obtained by

integrating the pulse intensity at each time delay, as shown in Fig. 3.6(a), where

we can see the four nearly equal peaks of the stacked soliton pulses. Each polar-

ization has two peaks and these peaks are separated by ∼3 ps with each other,

as expected; their width is ∼2.2 ps which is sightly larger than the 2 ps inter-

ferometric autocorrelation measurement, because of the broadening from the

cross-correlation. The non-zero intensity values between these peaks come from

elliptically-polarized light, which can come from the misalignment of the bire-

fringent shaping crystals as well as the cutting angle error(±0.5◦). To verify the

result in the spatial domain, we compared the total intensity from the retrieval

to the signal on the CCD camera, as shown in Fig. 3.7.

The time-integrated intensity of the object beam on the CCD camera
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(a)

(b)

Figure 3.6: Results of measurement of stacked soliton pulses. (a) the
temporal intensity distribution obtained by cross-correlation;
(b) the 3-dimensional intensity distribution, plotted as iso-
intensity surfaces.
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(a) (b) (c)

(d) (e) (f )

Figure 3.7: The stacked soliton pulses intensity profile. (a) the normalized
probe beam intensity; (b) the object beam intensity on the CCD
camera; (c) the object beam intensity difference between the
retrieval process and the intensity on the CCD camera; (d) the
probe beam intensity subtract from the object beam intensity;
(e) the object beam intensity from the retrieval process; (f) the
relative error of the retrieval process.

[Fig. 3.7(b)] and the one from the retrieval process [Fig. 3.7(e)] are normal-

ized; the difference between them is shown in Fig. 3.7(c), with the relative er-

ror shown in Fig. 3.7(f). For the object part, when the normalized intensity is

greater than 0.5, the relative error is smaller than 8% and the root mean square

(rms) error is less than 2%. Thus, the diagnostic also gives good results for the

stacked soliton pulses in the spatial domain.
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(a) (b)

Figure 3.8: The ANDi fiber laser characterization. (a) the second-order au-
tocorrelation, the black curve is the 0-phase spectrum Fourier
transform (FT), the red curve is from measurement; (b) the
spectrum.

3.5 Measurement of the pulse from an all-normal-dispersion

laser

This diagnostic can also handle pulses with more complicated temporal struc-

ture, such as the pulse produced directly from a Yb-doped ANDi fiber laser [21].

Unlike in the soliton regime, where the pulse energy is limited by the area the-

orem [24], the ANDi regime can support much higher pulse energy. However,

the pulses have a large and nearly linear frequency sweep or chirp, and are

therefore not TL [21].

The linearly-chirped pulses can be dechirped to TL by a grating pair; with

-0.33 ps2 GVD, we dechirped the pulse to ∼200 fs, close to the TL [Fig. 3.8(a)].

These pulses serve as the probe beam, also magnified by a 1:3 telescope to re-

duce the retrieval error. With a setup similar to the one used for the stacked

soliton, we measured its 3-dimensional intensity.
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(a)

(b)

Figure 3.9: The ANDi fiber laser results. (a) the temporal intensity distri-
bution; (b) the 3-dimensional intensity distribution, plotted in
the iso-intensity surfaces.
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(a) (b) (c)

(d) (e) (f )

Figure 3.10: The intensity profile of the ANDi fiber laser. (a) the normal-
ized probe beam intensity; (b) the object beam intensity on the
CCD camera; (c) the object beam intensity difference between
the retrieval process and the intensity on the CCD camera; (d)
the probe beam intensity subtract from the object beam inten-
sity; (e) the object beam intensity from the retrieval process;
(f) the relative error of the retrieval process.

The temporal intensity is depicted in Fig. 3.9(a). The temporal profile looks

similar to the spectrum because the pulse is highly linearly-chirped. The re-

trieval result is very close to the spectrum FT including the phase information,

which again demonstrates good fidelity of this diagnostics. The small discrep-

ancy comes from the δ function approximation in Eq. (3.2). Although the 200-fs

probe pulse is indeed much shorter than the ∼10 ps object pulse, and the broad-

ening effect from the cross-correlation is negligible (<0.01%), the phase needs

to be considered because only the coherent parts will add together. For this

particular object pulse, the linear phase change across 200 fs is around π. The

phase cross-correlation between the TL probe and highly linearly-chirped ob-

ject pulses results in a shape similar to the temporal intensity profile of the ob-

ject pulse. As discussed above, in this situation, the retrieved intensity profile
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will have the correct qualitative features, but will have quantitative discrepancy

from the correct result. This discrepancy is illustrated in Fig. 3.9(a).

The 3-dimensional intensity is depicted as the iso-intensity surfaces in

Fig. 3.9(b). The method successfully recovers the structure present in the pulse.

Fig. 3.10 shows good agreement for the spatial domain, even though the probe

pulse profile suffered from scratches on the dechirping grating pair, and is far

from being a Gaussian. Good results with less than 10% error for the center

part of the object beam and ∼2% rms [Fig. 3.10(f)] can still be obtained when the

normalized intensity is larger than 0.5.

3.6 Discussion and limitations

We measured the 3D intensity of stacked soliton pulses and the pulse produced

directly from an ANDi fiber laser based on this method [18, 19, 20]. Our results

demonstrate good fidelity of this 3D technique in both the temporal and spatial

domains, and illustrate the capabilities of the ready-to-use data-analysis toolkit.

Although in the results presented here the temporal and spatial parts of the

pulse/beam were decoupled, the method can also handle situations that include

space-time coupling. Some degradation in spatial resolution is anticipated from

the spatial filtering in the case of sharp flat-top or super-Gaussian profiles, al-

though we expect the resolution to remain adequate on a scale relevant for pho-

toinjector applications.

There are some limitations to this method. First, it measures the intensity

cross-correlation. When the probe pulse is much shorter than the object pulse,
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the broadening effect is negligible, but the phase effect needs to be considered.

The cross-correlated intensity has the same features as the object pulse, but

needs to be correctly weighted. Second, as previously mentioned, the digital

filters introduce some systematic error. The low-pass filter removes certain high

spatial frequency, which will affect very sharp spatial edges in the laser beam

profile. Despite these limitations, the method is simple and provides reliable 3D

laser intensity profiles. We intend to apply this technique in our studies on how

the electron beam emittance depends on the laser pulse intensity distribution.

The 3D diagnostic will help minimize the electron beam emittance by allowing

us to control and optimize the laser pulse shape incident on the photocathode.
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CHAPTER 4

DIRECT OPTICAL PHASE RETRIEVAL FROM A THREE-DIMENSIONAL

INTERFEROMETER

We report temporal phase retrieval from a three-dimensional interferometer,

which measures the noncollinear first-order cross-correlation. This diagnos-

tic can directly retrieve the temporal phase when transform-limited reference

pulses are available.

Originally appeared as H. Li, Z. Zhao, I. V. Bazarov, B. M. Dunham, and F.

W. Wise, Conference of Laser and Electro-Optics (CLEO) 2012 CF3C.5. I am still

preparing the manuscript for a journal.

4.1 Introduction

The phase of optical pulse is an intrinsic property of the optical field, so knowl-

edge of the phase is fundamentally desirable. Amplitude and phase informa-

tion are needed for many applications, such as the pulse compression [1, 2, 3],

supercontinuum generation [4, 5], or generation of spatiotemporal solitons [6,

7, 8].

The intensity of an ultrashort pulse has been accessible since the invention of

the autocorrelation [9], although the pulse shape must be assumed. The phase

information has also become available after extensive studies, which have pro-

duced techniques such as the frequency-resolved optical gating (FROG) [10],

spectral phase interferometry for direct electric-field reconstruction (SPIDER)

[11], and their successors. FROG maps the temporal field into the spectrogram
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and uses an iterative algorithm to retrieve the temporal field information; it

works well in most applications. While SPIDER retrieves the field information

from spectral shearing, and uses a direct retrieval algorithm.

However, both FROG and SPIDER can only obtain one-dimensional field in-

formation and in most of the cases, three-dimensional field information could

only be obtained by brute force mainly because of the challenge of their im-

plementation [12, 13, 14, 15, 16, 17]. Recently, we demonstrated that we could

retrieve the three-dimensional intensity information with good fidelity from a

three-dimensional interferometer [17], and this diagnostic has more capabilities

that need exploration.

Here we present an optical phase retrieval based on this three-dimensional

interferometer. The setup is simple, the retrieval process is direct and it can be

applied to generic situations.

4.2 The experiment

The setup is essentially a noncollinear first-order cross-correlator with a charge-

coupled device (CCD) camera as the detector [17]. The beam is split into the

probe and the object beams. Ideally, we prefer the pulses in the probe beam to

be transform-limited (TL), but the phases in the object beam can be arbitrary.

These two beams are combined with a small angle so that they produce inter-

ference fringes when they overlap with each other in the space and time. The

angle between these two beams is small and the spatial period of the interfer-

ence pattern is also small but resolvable on the CCD camera, to provide good

spatial resolution [17]. We have demonstrated that three-dimensional intensity
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(a) (b)

(c) (d)

Figure 4.1: The conceptual phase retrieval process: a) the interference pat-
tern on the CCD camera with noise, b) the interference pattern
after summing along the direction of the fringes, c) the spatial
spectrum, d) combining the temporal phases at different time
delays.

could be retrieved with good fidelity [17]. The small angle between these two

beams produces a time delay on the interference pattern from one side to the

other; therefore the temporal phases are encoded there. Any phase structure

that is oversampled by the spatial fringes can be retrieved; in our case, this

period is twenty optical cycles at 1 micron wavelength. Because we rely on

oversampling to retrieve the phase, there is a lower limit on the signal-to-noise

ratio (SNR) of the fringes; for the one-dimensional case, this SNR is several

thousand, and most commercial CCDs can satisfy this criterion after integrat-

ing over one axis for the one-dimensional phase retrieval. We will focus on the

one-dimensional phase retrieval in this paper. After summing along the fringe
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direction, a one dimensional fringe pattern is recorded [Fig. 4.2(b)]. Then we

Fourier transform (FT) this fringe pattern to the frequency domain, we can then

directly retrieve the phase information by inverse Fourier transform one of the

sidebands [Fig. 4.2(c)] [18]. We obtain the phase information at different time de-

lays and combining them together, we could retrieve the entire temporal phase

information [Fig. 4.1(d)]. The sign ambiguity can be avoided once we know the

time direction on the interference patterns.

We demonstrate this capability by retrieving the pulses which have group

velocity dispersion (GVD) and third-order-dispersion (TOD) from grating pairs.

The pulses from an all-normal-dispersion Yb-doped fiber laser [19] were

dechirped to almost TL by a grating pair [Fig. 4.1(b)]. Then the beam is then

split into the probe beam and the object beam by a non-polarization depen-

dent beam splitter. The object beam travels through another grating pair with

adjustable distances, where the GVD and TOD is imposed on the pulses. The

probe beam is delayed and then combined with the object beam by a beam split-

ter with an angle 0.05 radians. The interference patterns are recorded on a CCD

camera and then analyzed as described. Combining every slice at each time de-

lay, we are able to retrieve the temporal phase from the pulse and achieve good

agreement from the calculations. It agrees with the values calculated from the

configuration of the grating pair [Fig. 4.2(d)]. The temporal intensity also agrees

with the spectrum FT including the phase information, where the quantitative

discrepancy may come from the phase cross-correlation effect [17] and also the

fact that the probe pulses are not completely TL [Fig. 4.2(b)].
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(a) (b)

(c) (d)

Figure 4.2: The experimental phase retrieval results: a) spectrum, b) mea-
sured autocorrelation and the 0-phase FT from the spectrum, c)
the retrieved temporal intensity and the FT including the phase
information, d) the retrieved phase and the phase imposed on
the FT from the experimental configuration.

4.3 Conclusions

In conclusion, we demonstrate that this diagnostic can directly retrieve the tem-

poral phase with good accuracy, and it can be applied to any arbitrary phase

as long as the period of these phase structures are larger than the period of

the interference fringes. This diagnostic will be useful for applications when

pulses have complicated phase structures and also coherent close-to-TL refer-

ence pulses are available. Further work will explore the possibility to retrieve

the three-dimensional phase.
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CHAPTER 5

THREE-DIMENSIONAL INTENSITY AND TEMPORAL PHASE

MEASUREMENT OF THE AIRY-BESSEL WAVE PACKET

We measured the three-dimensional intensity profile of the Airy-Bessel linear

light bullet and clearly resolved its complicated three-dimensional structures.

The measurement also retrieved its step-function-like temporal phase shift with

π steps.

This chapter is submitted to Frontiers in Optics (FiO) 2012 by H. Li, C. Wan,

A. Chong, and F. W. Wise. I am still preparing the manuscript for a journal.

5.1 Introduction

Generating a three-dimensional (3D) optical soliton, which is referred as a

light bullet, has been an elusive challenge. Only limited successes have been

achieved in this field because of the challenges to balance the dispersion, diffrac-

tion, and nonlinearity simultaneously in 3D against its inherent instability [1].

In contrast, numbers of 3D wave packets, which referred as linear light bul-

lets, that propagate undistorted in linear media have been reported. For ex-

ample, by coupling the temporal and spatial domain of wave packets appro-

priately, linear light bullets in the form of X-waves (such as a Bessel-X wave)

and O-waves are possible in normal and anomalous dispersive media respec-

tively [2]. Recently reported Airy-Bessel wave packet is qualitatively different

from previously reported linear light bullets. It has an Airy profile in time do-

main with a Bessel profile in spatial domain. Its unique 3D iso-surface profile is
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shown in Fig. 1(a). The Airy-Bessel wave packet is referred as a ’versatile’ lin-

ear light bullet since it propagates without spreading for any media (regardless

of any combination of diffraction and dispersion) by decoupling its spatial and

temporal profile [3].

Even though there are many linear light bullets are reported, direct 3D mea-

surements are still quite rare. Recently, a direct measurement of a Bessel-X wave

by a spatially encoded arrangement for temporal analysis by dispersing a pair

of light E-fields technique was reported [3]. A direct 3D measurement of the

Airy-Bessel wave packet will be not only the first step to understand the exotic

wave packet propagation further in 3D but also an interesting test bed for mea-

surement techniques. Here we present the first 3D intensity and the temporal

phase measurement of the Airy-Bessel wave packet by a simple 3D interferom-

eter. A 3D interferometer measurement technique was recently demonstrated

for its fidelity [5] and phase retrieval ability [6]. We successfully resolved the

complicated 3D Airy-Bessel profile. A step-function like temporal phase shift

with π steps is also retrieved.

5.2 The experiment

The setup for Airy-Bessel wave packet generation is very close to the setup

in ref. [4]. Chirped pulses are generated from a Yb-doped fiber laser and di-

vided into two arms with a beam splitter. One of arm is dechirped to 60 fs full

width at half maximum (fwhm) with a grating pair, which serves as the probe

pulse. The other arm of the beam goes through a specifically-designed grating

telescope to cancel the group velocity dispersion (GVD) and also impose the
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third-order dispersion (TOD) on it to produce the Airy temporal profile [4]. The

cross-correlation between the probe and the Airy pulse is recorded as shown

in Fig. 5.1(b). The temporal width of the main lobe of the Airy pulse is 150 fs

fwhm. By passing through an axicon, a Gaussian beam profile converts into a

Bessel beam profile to produce an Airy-Bessel wave packet. The central lobe of

the Bessel beam has diameter 200 µm [Fig. 5.1(c)].

The measurement setup is same as shown in ref. [5]. For the 3D measure-

ment, we cross-correlate the probe and the linear light bullet with a small angle

[5]. We cross-correlated the probe and the Airy-Bessel wave packet with an an-

gle 0.05 rad to produce spatial fringes with period 20 µm so that they are just re-

solvable by the CCD camera whose pixel size is 4.4 µm. The time step is around

25 fs and we took 400 slices at different time delays for the retrieval process. The

3D measurements are shown in Fig. 5.2.

The ideal iso-surface plot of a typical Airy-Bessel wave packet is shown in

Fig. 5.2(a). Every lobe has a π phase step shift which comes from the Airy tempo-

ral profile. We successfully resolved its complicated structure. Fig. 5.2(b) shows

the intensity profile measurement as an iso-surface plot, where the wave packet

is cut in the middle in order to reveal its complicated structures. The lobes from

the Airy pulse and the ring structure from the Bessel beam profile are clearly

observed. Furthermore, we also retrieved its temporal phase based on the same

setup. The angle between the probe and light bullet beam produces a time delay

on the CCD camera and the phase information can be directly retrieved from in-

terference fringes [6]. Since this method is based on inverse Fourier transform, it

is direct and there is no ambiguity [6]. Fig. 5.2(c) shows the iso-surface intensity

with a horizontal viewing angle. The tilted pulse could come from the fact that
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(a)

(b)

(c)

Figure 5.1: The Airy-Bessel pulse characterizations. a) theoretical three-
dimensional intensity iso-surface, b) the temporal cross-
correlation of the Airy pulse, c) the spatial intensity of the
Bessel beam.
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Figure 5.2: The Airy-Bessel light bullet. a), the expected three-dimensional
intensity iso-surface, b), c) the three-dimensional intensity iso-
surface from different viewing angles, d) the retrieved tempo-
ral phase.

the CCD camera was not perfectly perpendicular with the light bullet beam.

Fig. 5.2(d) shows a clearly resolved temporal phase with a step-function-like

with π phase shift.

5.3 Conclusions

In conclusion, we demonstrated the 3D intensity and the temporal phase re-

trieval of the Airy-Bessel wave packet. We successfully resolved the compli-

cated intensity structures and the temporal phase in 3D with a very simple 3D

interferometer measurement technique. Because of the capability of retrieving

these complicated 3D intensity and temporal phase structure, we are confident

that this diagnostic will be important once we push the electron emittance to its
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very limit when the 3D shaping of the laser pulse profile is needed.
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CHAPTER 6

MULTI-VARIABLE EMITTANCE OPTIMIZATION, BEAM ALIGNMENTS

AND CALIBRATIONS

The Cornell ERL photoinjector has many parameters such as the laser pulse pro-

file, the shape of the gun focusing electrodes, gun high voltage (HV), solenoid

currents, and RF amplitudes and phases. More than ten parameters need

to be optimized simultaneously to achieve ultra-low emittance. The multi-

dimensional nature of the problem dictates that it cannot be done by brute force

and has to be done with some strategy. We use genetic algorithms to find the

optimized parameter space and apply them in the experiments [1].

The experiment is complicated and matching it perfectly to numerical simu-

lations is difficult. To reduce various aberrations, we have developed methods

for the beam alignment to optimize the machine performance. We also found

that some of the components such as the buncher amplitude and SRF cavity

amplitudes were not as accurate as they should be, therefore, we performed

various measurements to calibrate their amplitudes.

6.1 Emittance compensation

The ERL photoinjector is a complicated machine and has many variables that

affect the transverse and longitudinal emittance [2, 3]. Because of the relatively

low gun HV (350 kV), the space charge effects dominate the initial emittance

growth. To compensate for the space charge effects, the beamline has two

solenoids and a buncher in between. Loosely speaking, the first solenoid is
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used to focus the beam inside the buncher to compensate the transverse space

charge effect, while the buncher operates in the bunching mode that compresses

the electron bunch to compensate the longitudinal space charge effect, then the

second solenoid focuses the beam inside the first SRF cavity to shrink the beam

size to compensate the time-dependent RF focusing [4, 5]. These three com-

ponents along with the first SRF cavity are the most important elements once

the laser profile is selected. Shaping the laser pulse profile can also reduce the

emittance by up to a factor of two [1, 3]. Right now we are using laser pulses

which have a near-flat-top temporal distribution 30 ps FWHM by stacking eight

individual pulses with different polarization and a truncated-Gaussian in the

spatial domain by truncating at its FWHM with an iris [6, 7]. The SRF cavity

amplitudes and phases will also contribute to the emittance compensation. As-

suming the on-crest phase is zero, phases smaller/larger than zero are near the

bunching/debunching mode, which will compress/elongage electron bunches.

By setting these SRF phases off-crest, we can further optimize the emittance

a little more according to the General Particle Tracer (GPT)/A Space Charge

Tracking Algorithm (ASTRA) simulations [9, 8]. However, because of the exper-

imental uncertainties, we first operate the SRF cavities at their on-crest phases

to simplify the investigation.

6.2 Multi-variable optimization

In such context, a genetic multi-variable algorithm is used to select the valid

parameter space. The method was first pioneered in accelerator physics in [1].

The initial trials are taken; the random trials spread the parameter space; the

sound solutions are selected, and mutations happen on them. After many gen-
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erations, the solution parameter space becomes stable. Practically, we use GPT

and ASTRA to perform the numerical simulation [8, 9]. GPT is developed

in Netherlands, and has been used to simulate the Cornell ERL photoinjector

prototype [3, 9]. ASTRA is developed at the Deutsche Elektronen-Synchrotron

(DESY) in Germany, and has been used to perform the start-to-end simulations

for the soft x-ray Free-electron -LASer in Hamburg (FLASH) [8]. We normally

perform the simulation with two to five thousand particles as a start, then per-

form a two hundred thousand particle run to refine the results. Normally, their

results are quite close. It takes several tens of minutes to run one ASTRA/GPT

simulation with several thousand particles with the SC effect turned on from a

quad-core computer. With ten parameters, if one generation contains three hun-

dreds trials, it takes fifty generations before the solution becomes stable, which

corresponds to days (weeks) of CPU time on a forty node quad-core computer

cluster. The full optimization shows that at 20, 80 pC, the optimized transverse

emittance are 0.15, 0.3 mm-mrad respectively [Fig. 6.4]. It is valuable to have

such a simulation tool to guide the experiments.

The setup schematic of the emittance measurement system (EMS) is as

shown in Fig. 6.1. It has two pairs of magnet scanners to shift the beam trans-

versely, two EMS slits with opening 20 µm to select the beamlet [Fig. 6.3] [12],

the Faraday to collect the current and the home-made fast charge amplifier with

response time less than 0.1 ms to amplify the signal. The circuit diagram of the

fast charge amplifier is depicted as in Fig. 6.2 [13]. The two-slit EMS contains

two pairs of dipole magnets, that we call the magnet scanners. The first (second)

scanner has two almost identical dipole magnets 0.700 m (0.687 m) away from

each other with alternating pole direction, so that the electron beam is shifted af-

ter it goes through one of the scanner. The field integral of each magnetic dipole
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1st magnetic scanner
2nd magnetic scanner

1st EMS slit2nd EMS slitFaraday cup

Fast charge amplifier EPICS

Figure 6.1: The setup schematic of the EMS, not to the scale. The beam
direction is from the left to the right. EPICS, the Experimental
Physics and Industrial Control System.

is measured experimentally, and the error of same dipole pair is within 5% [10].

The position and their field integrals are shown in Table. 6.1, where the position

is the distance along the beamline from the photocathode [10]. The transverse

shift (Lshift) of the beam can be calculated as Eq. 6.1 [11],

Lshift = D ·

∫
Bzdz

〈Bρ〉
, (6.1)

where D is the distance between the two dipole magnets in one scanner,∫
Bzdz is the field integral, 〈Bρ〉 = 33.3564P0 · kG · m, P0 is the beam momentum

with the unit GeV/c, c is the speed of light. The EMS slit is located just after the

magnetic scanner to sample the beamlet. The first, second horizontal scanners

are located at distance z =9.480, 10.755 m respectively; while the first, second

vertical scanners are located at distance z =9.550, 10.825 m respectively. The

scanner can work up to 2 kHz, and this defines our data acquisition rate. The
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Figure 6.2: The circuit of the fast charge amplifier [13]. It makes use of
modules from Cremat.com, CR-111 and CR-200-4uS [13].

82



S
E

C
T

IO
N

  
L
-L

 

S
E

C
T

IO
N

  
M

-M
 

S
E

C
T

IO
N

  
P

-P
 

S
E

C
T

IO
N

  
S

S
-S

S
S

C
A

L
E

 2
:1

S
E

C
T

IO
N

  
T

T
-T

T
 

S
E

C
T

IO
N

  
U

U
-U

U
 

S
E

C
T

IO
N

  
E

E
E

E
-E

E
E

E
 

S
E

C
T

IO
N

F
F

F
F

-F
F

F
F

 

L
L

M
M

P
P

S
S

S
S

T
T

T
T

U
U

U
U

E
E

E
E

E
E

E
E

F
F

F
F

F
F

F
F

F

1
7

6
5

4
3

2

9
8

7
6

5
4

3
2

1

8
9

ABCDE

ABCDEF

S
Y

M
.

Z
O

N
E

D
A

T
E

A
P

P
.

D
E

S
C

R
IP

T
IO

N

R
E

V
IS

IO
N

S

IT
E

M
D

W
G

. 
N

O
.

D
E

S
C

R
IP

T
IO

N
R

E
V

.
G

1
G

2
G

3

Q
U

A
N

T
IT

Y
R

E
M

A
R

K
S

D

P
R

IN
T

D
IS

T
R

.
C

A
D

 F
IL

E
 N

A
M

E
:

P
L
O

T
 D

A
T

E
:

U
N

L
E

S
S

 O
T

H
E

R
W

IS
E

S
P

E
C

IF
IE

D
:

 

D
IM

E
N

S
IO

N
S

 A
R

E
 I

N
 I
N

C
H

E
S

;

 T
O

L
E

R
A

N
C

E
S

 O
N

:

.0
0

  
`

.0
1

0

.0
0
0
  
`

.0
0

5

F
R

A
C

T
IO

N
S

 
`

1
/6

4

A
N

G
L
E

S
  
`

0
.5
~

A
L

L
 S

U
R

F
A

C
E

S
  

  
  

  
 

6
3

C
H

E
C

K
E

D
 B

Y
:

A
P

P
R

O
V

E
D

 B
Y

:
D

R
E

V
.

REV.

S
H

. 
N

O
.

O
F

SH. NO. OF

D
R

A
W

N
 B

Y
D

R
A

W
N

 F
O

R
D

A
T

E
S

C
A

L
E

C
O

R
N

E
L

L
 U

N
IV

E
R

S
IT

Y
F

lo
y
d

 R
. 
N

e
w

m
a

n
 L

a
b

o
ra

to
ry

It
h

a
c
a
, 

N
Y

 1
4
8

5
3

O
K

D
A

T
E

N
/A

D
R

A
F

T
IN

G
 (

O
'C

o
n
n
e
l)
:

M
A

C
H

IN
E

 S
H

O
P

 (
K

a
m

in
sk

i)
:

C
H

E
M

IS
T

R
Y

 (
C

o
n
kl

in
):

E
L
E

C
T

R
O

N
IC

S
 S

H
O

P
 (

B
a
rl
e
y)

:

F
U

R
N

A
C

E
 B

R
A

Z
IN

G
 (

S
h
e
rw

o
o
d
):

B
E

A
M

 W
E

L
D

IN
G

 (
S

e
a
rs

):

W
E

L
D

IN
G

 O
T

H
E

R
 (

G
a
lla

g
h
e
r)

:

U
T

IL
IT

IE
S

 I
N

T
E

G
R

A
T

IO
N

 (
G

a
lla

g
h
e
r)

:

S
T

O
C

K
R

O
O

M
S

 (
L
o
ck

w
o
o
d
):

T
E

C
H

N
IC

A
L
 R

E
S

O
U

R
C

E
 A

P
P

R
O

V
A

L
S

R
E

Q
U

IR
E

D
 B

E
F

O
R

E
 F

A
B

R
IC

A
T

IO
N

F
O

R
 M

A
C

H
IN

IN
G

 L
U

B
R

IC
A

N
T

 U
S

E
 O

N
L
Y

A
L
K

A
L
IN

E
 D

E
T

E
R

G
E

N
T

 L
U

B
R

IC
A

N
T

 C
IM

S
T

A
R

 4
0

O
R

 E
Q

U
IV

A
L
E

N
T

 A
P

P
R

O
V

E
D

 B
Y

 C
O

R
N

E
L
L
 L

E
P

P

7
1
0
8
-2

0
6
.id

w

1
0
/2

1
/2

0
0
8

K
W

S

IB

 

C
R

-1       

 

 
2
5
 

1
8
 

7
1
0
8
-2

0
6

25 18 

A
K

P
Y

L
5
/2

3
/2

0
0
7

7108-206

 

E
R

L
 P

h
a
se

 I
I,

 A
4
 E

M
S

 S
lit

 S
ys

te
m

D
F

T
. 
S

C
A

L
E

:
M

A
T

E
R

IA
L
:

Q
T

Y
:

N
O

T
E

S
:

F
IL

E
 N

A
M

E
:

S
H

E
E

T
 N

O
.:

4
0

A
R

M
O

R
 S

L
IT

 V
3
 H

O
R

IZ
O

N
T

A
L
 O

P
E

N
IN

G

2
:1

A
S

 N
O

T
E

D
A

S
 N

O
T

E
D

D
E

T
A

IL
E

D
 O

N
 T

H
IS

 D
R

A
W

IN
G

,
S

H
.2

1
  

7
1
0
8
-2

0
6

1
8
 

D
F

T
. 
S

C
A

L
E

:
M

A
T

E
R

IA
L
:

Q
T

Y
:

N
O

T
E

S
:

F
IL

E
 N

A
M

E
:

S
H

E
E

T
 N

O
.:

4
1

2
n
d
 A

R
M

O
R

 S
L
IT

 V
3
 V

E
R

T
IC

A
L
 O

P
E

N
IN

G

2
:1

A
S

 N
O

T
E

D
A

S
 N

O
T

E
D

D
E

T
A

IL
E

D
 O

N
 T

H
IS

 D
R

A
W

IN
G

,
S

H
.2

0
  

7
1
0
8
-2

0
6

1
8
 

D
F

T
.
S

C
A

L
E

:
M

A
T

E
R

IA
L
:

Q
T

Y
:

N
O

T
E

S
:

F
IL

E
 N

A
M

E
:

S
H

E
E

T
 N

O
.:

4
2

2
n
d
 A

R
M

O
R

 S
L
IT

 V
3
 H

O
R

IZ
O

N
T

A
L
 O

P
E

N
IN

G

2
:1

A
S

 N
O

T
E

D
A

S
 N

O
T

E
D

D
E

T
A

IL
E

D
 O

N
 T

H
IS

 D
R

A
W

IN
G

,
S

H
.1

9

 

7
1
0
8
-2

0
6

1
8
 

D
F

T
. 
S

C
A

L
E

:
M

A
T

E
R

IA
L
:

Q
T

Y
:

N
O

T
E

S
:

F
IL

E
 N

A
M

E
:

S
H

E
E

T
 N

O
.:

3
9

B
1
 A

4
 A

R
M

O
R

 S
L
IT

 V
3

2
:1

3
1
6
L
 S

T
N

. 
S

T
L
. 
R

E
F

.
1
 P

E
R

 S
U

B
-A

S
M

D
E

T
A

IL
E

D
 O

N
 T

H
IS

 D
R

A
W

IN
G

,
S

H
.2

2
  

7
1
0
8
-2

0
6

1
8
 

0
.0

4
0

R
E

F
.

0
.0

0
4

R
E

F
.

0
.0

4
0

R
E

F
.

8
.0
°

R
E

F
.

8
.0
°
 R

E
F

.
8
.0
°
 R

E
F

.

A
rm

o
r 

S
lit

s 
- 

C
o
m

p
a
ri
so

n
 f
o
r 

R
e
f.

0
.0

0
4
 R

E
F

.

8
.0
°

R
E

F
.

Figure 6.3: The mechanical design of the EMS slit [12].
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Table 6.1: The position and field integrals of the magnetic scanners

Scanners Distance z ( m ) Field integral ( G·m/A )

1st horizontal scanner corrector1 8.625 1.727

1st horizontal scanner corrector2 9.312 -1.684

1st vertical scanner corrector1 8.625 2.146

1st vertical scanner corrector2 9.312 -2.147

2nd horizontal scanner corrector1 9.709 1.702

2nd horizontal scanner corrector2 10.409 -1.689

2nd vertical scanner corrector1 9.709 2.170

2nd vertical scanner corrector2 10.409 -2.138

Faraday cup is located at distance z =11.393 m downstream the cathode and it

is connected to a fast charge amplifier.

When the parameter space is much less complicated (less than four dimen-

sions), brute force scan can be done. In the experiment have done first, the laser

pulse profile is optimized according to the simulation guidance, with 2 mm di-

ameter, 30 ps FWHM pulse duration, the gun HV operates at the stable maxi-

mum 350 kV, the beam energy is fixed to 5.7 MeV, and the buncher operates at

50 kV. In such a case, the solenoid currents are the most important factors: they

are essentially the linear lenses plus rotation used to compensate the transverse

SC effect, and also focus the beam inside the buncher, and the first SRF cavity

so that the beam does not pick up too much time-dependent RF focusing. I

ran ASTRA to scan the two solenoid currents from 0 to 4 A in the step of 0.2 A.

The simulation result indicates that if the first solenoid current is 3.8 A and the

second solenoid current is 2.0 A, we can obtain the emittance 1.0 mm-mrad in

both the horizontal and vertical plane, with bunch length 10 ps rms. We imple-
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Figure 6.4: The full optimization of the Cornell ERL photoinjector 9.5 m
after the photocathode at different bunch charge.

mented these settings in the experiment, and immediately we obtained emit-

tance 2.0 mm-mrad in both planes in the May 2011, which is about twice smaller

compared to the 3.6 mm-mrad in the March 2010 [10]. With further more care-

ful experimental optimizations, we obtained 1.0 mm-mrad emittance in both

planes; the bunch length was measured to be 14 ps rms, which is about twice

longer than the results from the numerical optimizations [10]. We will discuss

the discrepancy in the later parts of this chapter.

Being encouraged by the experiments, we continued the numerical opti-

mization in both GPT and ASTRA. This time we set more variables to be opti-

mized, that included two solenoid currents, the buncher voltage, the SRF cavity

amplitudes on-crest, at 20 and 80 pC. The results were more promising, with

emittances smaller than 0.7 mm-mrad and bunch lengths shorter than 8 ps rms.

A little to our surprise, although the buncher voltage was a little higher (60 kV
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compared to 50 kV), the two solenoid currents are still close to the ones ob-

tained by the brute force approach (3.8 A and 2.0 A). We tried these parame-

ters in the experiments; we could get the emittance 0.8 mm-mrad, however, the

bunch lengths were always longer than 15 ps rms. In order to investigate this,

we checked various things, the first thing is to calibrate the gun and RF ampli-

tudes.

6.3 Beam alignment and voltage calibrations

In the theoretical as well as experimental studies, we found that the mis-

alignment of elements in the beamline can contribute a lot to the emittance

growth [3, 10]. Therefore, we developed various methods to align the beam

inside the beamline. We center the laser beam in the gun field center, then we

align the beam in the buncher and the first two SRF cavities, after that, we move

the two solenoids physically to center them in the beamline.

6.3.1 Laser beam centering

We align the laser spot in the gun center first. The gun field strength varies at

different locations, this results in the focusing force. We set the laser beam to

the ’continuous-wave’ mode and put in the smallest 200 µm pinhole to align the

beam based on the aberration of the gun focus. It is done by moving two one-

dimensional optical stages: one of them moves in the horizontal direction while

the other one moves in the vertical direction. After scanning each direction by

±5 mm, and doing a fitting algorithm, we can center the laser beam on the center
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Figure 6.5: Scanning the laser spot on different spots on the photocathode.
The blue circles are the calculation, while the red circles are the
measurement. The gun field focusing is observed.

of the gun field as shown in Fig. 6.5.

6.3.2 The buncher and the first two SRF cavity alignment

After centering the laser spot in the gun, we align the buncher using the first A1

corrector pair. The laser also operates in the ’continuous-wave’ mode, and the

laser power was reduced to avoid damage on the view screen.

We compare the beam locations on the A3 view screen when the buncher is

off and in the debunching mode. Then we can calculate the position offsets of

the beam inside the buncher, and move the first A1 corrector pair to compensate

these offsets. After several iterations, the beam is centered inside the buncher.
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The offset measurement and calculation is done by one Matlab script which uses

the buncher cavity field map.

The alignment of the first two SRF cavity is similar to the buncher alignment:

we use the last A1 and the A2 corrector pairs to center the beam inside the

first two SRF cavities. It is a little trickly to perform the alignment because the

two corrector pairs are coupled together, it is like to use two ’z-configuration’

mirrors to guide the laser beam through two pinholes: we used the last A1

corrector pair to center the beam in the first SRF cavity and used the A2 corrector

pair to center the beam in the second SRF cavity and by iterating, we could get

the beam aligned in both of them. Later we found that it could be done by using

the response matrix.

Let us take the horizontal correctors as the example. Assume position offset

measured by the first SRF cavity is x1. It comes from both the correctors C1 and

C2, and x1 = h11C1 + h12C2, where h11 (h12) is the unit offset from unit corrector

current C1 (C2). The second SRF cavity has the similar effect, x2 = h21C1 + h22C2.

This effect can be written as

 x1

x2

 =

 h11 h12

h21 h22


 C1

C2

 . (6.2)

Because the last A1 corrector is further from the first SRF cavity, therefore, we

expect h11 > h12. It is the same for the A2 corrector, therefore, we have h21 > h22.

Also because that the two correctors are relatively close, and the second SRF

cavity are further from the first SRF cavity, therefore h11 ∼ h22 and h11 < h21.

The measurement shows that h11=50, h12=10, h21=115, h22=41, where the unit is

µm/mA. Once we measured the offset x1, x2, it is easy to calculate the correction
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currents that are needed to be applied to the corrector currents C1 and C2,

 Ccorrection
1

Ccorrection
2

 = −

 h11 h12

h21 h22


−1  x1

x2

 . (6.3)

When the initial offsets x1, x2 are less than 1 mm (which usually is the case),

at most three iterations are needed to find the corrector currents C1, C2. We

also measured the response matrix for the vertical direction, and found that

v11=60, v12=18, v21=153, v22=68, where the unit is also µm/mA. These matrices

were measured when the gun HV is 350 kV, SRF1 and SRF2 amplitudes 50 kV.

6.3.3 Solenoid alignment

The solenoids’ alignment is difficult because initially, these solenoids are not de-

signed to be movable. Now several motors are installed to move them. For one

of the solenoids, two of the motors move it in the plane that is perpendicular to

the beamline; two of them move it in the angular direction that is perpendicular

to the beamline. They need to be aligned so that the beam travels through the

center of it and its plane should be perpendicular to the beamline.

6.4 The gun and RF cavity amplitude calibrations

We calibrated the gun and RF cavity amplitudes by using both the BPM arrival

time method and a magnetic spectrometer. Because the speed of the electron

bunches are still not fully relativistic just after the gun, we used the BPM arrival
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time to calibrate the gun HV. When the electron beam energy is several MeV,

the dipole magnet which measures the beam momentum gives a more accurate

beam energy value so that we use it to calibrate the RF cavity amplitudes. We

also calibrated the buncher amplitude with the gun HV as a reference.

6.4.1 The gun amplitude calibration

The BPMs measure the phases based on when the electron bunches arrive.

When we use two BPMs to measure the phases, we can calculate the speed of

the electron bunches because we also know the position of these BPMs; because

the speed of the electron bunches are still not fully relativistic (β <0.8 when

gun HV<350 kV), we can change the gun HV and measure the speed of these

electron bunches. We measure the time of flight to calculate the electron bunch

speed. The gun HV calibration shows that the gun HV is very accurate, within

0.5% as depicted in Fig. 6.6, that is not a surprise for the good direct current high

power supply.

6.4.2 The buncher and SRF cavity amplitude calibrations

The amplitude calibrations of the RF cavities are a little more complicated.

When the electron beam goes through the RF cavities, because the non-perfect

beam alignment, it will be kicked transversely due to the time-dependent RF

focusing; also because its speed is approaching the speed of light (c), thus the

time difference from the energy difference is smaller (several ps, or several mm

in distance) and become comparable with the orbit difference from the trans-
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Figure 6.6: The gun amplitude calibration by BPM arrival time difference,
the dots are the measurement, and the curve is the expected
behavior.

verse kicks (several mm over more than 5 m). We tried to calibrate the RF cavity

amplitudes by the BPM arrival time difference, but it did not work well. Then

we calibrate all the RF cavity amplitudes (the buncher and the SRF cavities) with

the dipole magnet because we know its field map and can calculate the beam

energy from its current. In experiment, we direct the beam to the C2 section,

and keep the beam spot nearly the same by adjusting the dipole current while

keeping the beam orbit about the same after the cryomodule.

We first calibrate the buncher, from 10 to 130 kV in the step of 10 kV, at less

than 1 pC bunch charge [Fig. 6.7], then we set it to 50 kV in the bunching mode

to calibrate the SRF cavities. In the SRF cavity calibrations, we set the SRF cavity

amplitudes from 200 kV to 1600 kV in the step of 200 kV, then set them to 1395,

825, 1100, 1100, 1100 kV, and turn them one by one to calibrate the amplitudes.

We keep the beam orbit the same before the beam enters the C2 dipole section
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Table 6.2: The SRF cavity calibration results

The SRF cavity ASTRA slope Measured slope Correction

Buncher 0.8897 0.7949 0.89

SRf1 0.9277 0.9251 1.00

SRF2 0.9856 1.006 1.02

SRF3 0.9932 0.9721 0.97

SRF4 0.9977 0.8246 0.82

SRF5 0.9996 0.8962 0.89

to minimize the error from the orbit. Then we plot the RF cavity voltage vs.

the measured energy from the C2 dipole as in Fig. 6.7 and Fig. 6.8, and then ex-

tract the slopes from these graphs. By comparing these slopes with the ASTRA

simulations, we can obtain the calibrations of these RF cavities. The buncher

and SRF cavity calibration results are shown in Table. 6.2: the calibrated val-

ues should be the previous values on the Experimental Physics and Industrial

Control System (EPICS) screen times the correction factor. For example, if the

previous EPICS screen value of the SRF5 cavity reads 1000 kV, its real voltage is

1000×0.89 kV=890 kV.

6.5 The bunch length investigation

In the experiment done in 2011, we achieved normalized transverse emittance

0.8 mm-mrad in both planes [10]. However, the bunch length was 15 ps rms,

which is about twice longer than the optimized results from the GPT and AS-

TRA numerical simulations. It turned out that several effects could contribute
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(b)

(a)

Figure 6.7: The buncher voltage calibration. a) the measured and simu-
lated buncher energy gain, b) the buncher calibration by chang-
ing the gun HV.

to it: the most severe one is the buncher voltage miscalibration, the second one

is the transient effect of the RF cavities, the third one is the method of phasing

the SRF cavities.
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(a)

(c)

(b)

(d)

(e)

Figure 6.8: The SRF cavity amplitude calibrations. a), b), c), d), e) the SRF1,
SRF2 SRF3, SRF4, SRF5 cavity amplitude calibration, the blue
dots are the measurements, the red squares are the ASTRA sim-
ulations. The red lines are the linear fits of the measurements,
the blue lines are the linear fits of the ASTRA simulations.
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6.5.1 The buncher effect

At the full bunch charge (77 pC), the buncher works in the bunching mode

to compress the bunch length and also to compensate the longitudinal space

charge effect. It is an important element in the emittance compensation section.

According to the ASTRA/GPT numerical simulations, the buncher should oper-

ate at 60 kV to produce bunch length 8 ps rms at 80 pC bunch charge. We did not

question the calibrations of the buncher until we observed the large discrepancy

in the bunch length measurement.

Then we performed GPT simulations to change the buncher strength and to

observe the bunch length variations. It turns out that the bunch length is very

sensitive the buncher strength. Simulations show that changing the buncher

strength by 20% is large enough to change the bunch length by a factor of two

[Fig. 6.9(a)]. The beam size also varies quite a bit when the buncher strength

varies, because the phase space volume remains about the same near the op-

timized operating point [Fig. 6.9(b)]; while the transverse emittance remains

about the same [Fig. 6.9(c)].

Then we used two methods to calibrate the buncher voltage. The first

method is to use the dipole magnet to measure the beam energy while keep-

ing the orbit the same after the cryomodule. The second one is to change the

gun HV while keeping one BPM phase after the cryomodule the same, because

the gun HV is well calibrated. The first method shows that the buncher has 89%

of its nominal strength [Fig. 6.7(a)]; the second method shows that the buncher

has 85% of its nominal strength [Fig. 6.7(b)]. These results are close and we took

the results from the second calibration method because the gun HV is more

trustable and has less error.
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(a)

(b)

(c)

Figure 6.9: The buncher strength effect on the bunch length. a) the beam
line position vs. the bunch length, 1.0 corresponds to the opti-
mized buncher strength at 60 kV, b) the beam line position vs.
the beam size, c) the beam line position vs. the vertical emit-
tance. Different lines correspond to different relative buncher
strength respect to 60 kV.
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After we corrected the buncher calibration, it is much easier to produce a

shorter bunch length at the full bunch charge.

6.5.2 The transient effect of the RF cavities on the bunch length

measurement

The observed bunch length is about twice longer than the simulations at full

bunch charge in the experiments done in 2011. The discrepancy is smaller at

the lower bunch charge, and negligible at the near-zero bunch charge (experi-

mentally smaller than 0.1 pC). We attribute the larger discrepancy of the bunch

length measurement partially to the transient effect of the RF cavities: when we

are measuring the bunch length, we have to operate the machine in the macro-

bunch mode, where a Pockels cell chops down the 50 MHz laser pulse train

to macro-pulses with repetition rate of several kHz and macro-bunch length

of several µs; when these macro-bunches pass through the RF cavities (the

buncher, the SRF cavities and the deflecting cavity), they deposit energy to these

cavities at the head of the macro-bunch, however, the RF regulations could not

compensate the energy change from these macro-bunches at the bunch head

and over correct the voltages/phases at the bunch tail. Therefore, the bunch

head loses energy while the bunch tail gains energy; these transient effects

change the amplitudes and phases experienced by bunches at different tem-

poral part of the macro-bunch, and these change their energy gain, and their

arrival time. These transient effects can be approximated by equations below,

∆Ekin = Egainsin∆φ ∼ Egain∆φ, buncher (6.4)
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∆Ekin = Egain∆η, SRF cavity, (6.5)

∆γ =
1

mc2 ∆Ekin, (6.6)

β̃ =

√
1 −

1
(γ + ∆γ

)2 = β + ∆β, (6.7)

∆t =
∆l
βc
−

∆l
(β + ∆β)c

≈
∆l∆β
β2c

≈
∆l
β3c

∆γ

γ3 , (6.8)

where Egain is the energy gain from the RF cavity, ∆φ is the phase transient,

∆η is the relative amplitude transient, and ∆l is the distance from the RF cav-

ity under investigation to the next RF cavity, because usually the beam energy

is boosted closer to the speed of light (c) and then the arrival time difference

in the previous cavity is frozen. The phase transient from the buncher in the

bunching mode results in the residual beam energy change, and the amplitude

transient of the SRF cavity also changes the beam energy, then the arrival time.

Because the slice emittance bunch length measurement is an average measure-

ment over several ms at each phase space point, hence any fluctuation of the

arrival time elongates the measured bunch length. Furthermore, the transient

effect is proportional to the average current of the macro-bunch, thus this ar-

tificially elongated effect becomes stronger at the higher bunch charge and is

negligible at the near-zero bunch charge, as we expected, as well as what we

observed.

We observed these transient effects experimentally by monitoring the am-

plitudes and phases from probes inside the RF cavities on an oscilloscope. The

buncher phase changes by ±3◦ peak-to-peak, and the first two SRF cavity ampli-

tudes change by ±3% peak-to-peak. The buncher, SRF1, SRF2 and SRF3 cavities

locate at 0.714, 2.047, 2.833, 3.696 m respectively along the beamline. When the

machine setting is the same as in Table. 7.2, from Eq. (6.8), 1◦ buncher phase tran-
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sient corresponds to 3 ps arrival time change, 1% of SRF1 and SRF2 cavity am-

plitude transient corresponds to 1 and 0.2 ps arrival time change respectively;

these agree with the simulation results in Fig. 6.10 to the first order. Simulations

show that 1◦ change in the buncher phase can change the arrival time by 2 ps

rms [Fig. 6.10(a)], while 1% variation in the SRF1 and SRF2 amplitude change

can result in 1 and 0.2 ps [Fig. 6.10(b) and (c)] change in the arrival time respec-

tively. Therefore, the entire transient effect can produce 4 ps rms artificially elon-

gated measurement if these effects are independent of each other [Fig. 6.10(d)].

These can account for 50% of the bunch length measurement discrepancy.

6.5.3 The method of phasing the RF cavities

In the experiment, we need to phase the buncher and the SRF cavities. For all the

data in this thesis, the gun HV normally operates at 350 kV, which corresponds

to β ∼0.8. The beam from the gun is near-relativistic, but not ultra-relativistic.

This brings some complications in the beam operation, one of them is the emit-

tance compensation, another one is the phasing of the SRF cavities.

There are several ways to phase the RF cavities: the first is to use one BPM

after the cryomodule to measure arrival time, the second one is to use two BPMs

after the cryomodule to measure the arrival time difference, the third one is to

use the dipole magnet to measure the beam energy. At the very beginning, we

used the dipole magnets to measure the beam energy. However, because the

electron beam is not perfectly centered in the RF cavities, thus it will be kicked

by the time-dependent RF focusing, and this effect will change the orbit. This

effect gives the artificial effect on the measured beam energy. Although it is
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(a)

(d)(c)

(b)

Figure 6.10: The RF transient effect on the slice emittance bunch length
measurement. a) the bunch phase transient effect, b) the SRF1
cavity amplitude transient effect, c) the SRF2 cavity amplitude
transient effect, d) the entire RF transient effect with the as-
sumption that the buncher, SRF1 and SRF2 transient effects
are independent of each other.

possible to fix the beam orbit by changing the corrector currents, it is too time

consuming to practice it. Therefore, we switched to phasing the RF cavities by

the arrival time. Naively speaking, the minimal arrival time corresponds to the

maximum energy gain. This is true for the ultra-relativistic case, but is not true

when β is only 0.8. Because the beam is not ultra-relativistic, thus it will gain

and lose energy inside the RF cavity even at the maximum energy gain. If the

BPM used to detect the arrival time is infinite far away from the the cryomodule,

phasing the RF cavities by the minimum arrival time is equivalent to phasing
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them by the maximum energy. However, the BPM is only 2 to 3 meters away

from the last SRF cavity of the cryomodule, so that we need to apply corrections

to insure that the phases are on-crest.

We performed GPT simulations to simulate the difference between phas-

ing the RF cavities by the arrival time and the maximum energy gain. For the

buncher, its voltage is relatively low compared to the gun HV (350 kV), usually

50 kV; phasing it by the minimum arrival time and maximum energy gain turns

out to give almost the same on-crest phase, the error is within 0.5 degree. We

still phase the buncher by the minimum BPM arrival time. For the SRF cavi-

ties, their voltages are usually on the order of 1000 kV, about three time large

compared to the gun HV (350 kV) and the difference between the two methods

are noticeable. When the SRF cavity voltages are set to 1395, 825, 1100, 1100,

1100 kV, the phase corrections are -6.5, -1.5, -1.5, -1.5, -4.0 degree according to

the GPT simulation as shown in Fig. 6.11 and Fig. 6.12. These phase corrections

are different at different SRF cavity voltages.

We compared the bunch lengths between the two phasing methods, it

turned out that the phasing method would contribute to 20% discrepancy in

the bunch length measurement. When the SRF cavities work in the close-to-

bunching/debunching mode, it will compress/elongate the bunch. When we

phase the SRF cavities by the minimum arrival time, the SRF cavities work in

the slightly debunching mode, and this is enough to elongate the bunch length

by 20% [Fig. 6.13].

After we fixed all these issues, we were able to make the bunch length 8 ps

rms instead of the 15 ps rms [10].
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(a) (b)

(c) (d)

(e) (f)

Figure 6.11: The RF phase difference between phasing by the minimum
arrival time and maximum energy gain. a), b), SRF cavity 1
phasing by the minimum arrival time and maximum energy
gain, c), d), SRF cavity 2 phasing by the minimum arrival time
and maximum energy gain, e), f), SRF cavity 3 phasing by the
minimum arrival time and maximum energy gain.
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(a) (b)

(c) (d)

Figure 6.12: The RF phase difference between phasing by the minimum
arrival time and maximum energy gain. a), b), SRF cavity 4
phasing by the minimum arrival time and maximum energy
gain, c), d), SRF cavity 5 phasing by the minimum arrival time
and maximum energy gain.

6.5.4 The entire elongation effect

The contributions from the buncher strength, the RF transient effect, and the RF

phasing effect are summerized in Table. 6.3. The buncher strength and the RF

phasing effect are additive, and the RF transient smears out the average mea-

surement. Thus, we can obtain the entire elongation effect

σ
exp
τ = (στ, buncher + ∆στ,SRF phasing) ⊗ ∆στ,RF transient (6.9)
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Figure 6.13: The time-resolved energy spread measured in the C2 section.
a) phase the SRF cavities by the minimum arrival time, b)
phase the SRF cavities by the minimum arrival time with
phase corrections.

Table 6.3: The combination of the elongation effects

Effects Elongation percent ( % ) Bunch length ( ps rms )

Buncher 80 12

RF transient 50 4

SRF phasing 20 2
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where σexp
τ is the experimental measured bunch length, στ, buncher is the bunch

length at lower buncher voltage, ∆στ,RF transient is the artificial elongated bunch

length, ∆στ,SRF phasing is the elongated bunch length from the SRF phasing, ⊗

stands for the convolution. After counting all these effects, the experimental

measured bunch length from Eq. 6.9 is 15 ps rms and close to the theoretical

prediction 15 ps rms. After applying corrections, we are able to produce bunch

lengths 8 ps rms, that will be discussed in the next chapter.
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CHAPTER 7

THE SLICE EMITTANCE OF THE CORNELL ENERGY RECOVERY LINAC

PHOTOINJECTOR AT NEAR-0 PC, 80 PC BUNCH CHARGE, 5 MEV BEAM

ENERGY

The slice emittance of the Cornell Energy Recovery Linac (ERL) photoin-

jector was measured by the two-slit method and a vertical deflecting cavity at

5.7 MeV beam energy. We demonstrate the measurement technique by measur-

ing the slice emittance at the near-zero bunch charge and then measured the

0.8 mm-mrad vertical emittance at 80 pC bunch charge in 2011. The core of the

electron beam has 70% of the particles and has the core emittance 0.3 mm-mrad.

This was a large improvement from the 3.6 mm-mrad emittance measured in

2010 and was reported as one milestone of the Cornell ERL.

7.1 Introduction

Free-electron lasers (FELs) and energy recover linacs (ERLs) are the next genera-

tion light sources which produce high brightness x-ray beams from diffraction-

limited electron beams, the average brightness is expected to be at least one

order of magnitude greater than the storage ring based x-ray sources, either in

existence or under construction. The transverse emittance is extremely impor-

tant in the hard x-ray regime, and ultra-low transverse emittance is required to

achieve the the targeted performance. Most of these facilities use photoinjectors

to produce electron beams, and the initial emittance from photoinjectors deter-

mines the performance of the entire facilities [2]. The normally quoted emittance

is the projected emittance, which is integrated over the time domain; while the

slice emittances is the time-resolved emittance. Because the emittance of the
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photoinjector is a complicated interplay of the incident laser beam profile, the

field in the gun, the emittance compensation solenoids and the time-dependent

Radio Frequency (RF) focusing, therefore the slice emittance can help to reveal

the electron beam dynamics and also guide to further optimize the emittance [3].

The transverse emittance is normally characterized by the quadrupole scan

technique at hundreds MeV beam energy, when the transverse space charge ef-

fect of the beam is freezed, and the beam size is usually monitored by optical

transition radiation view screens and wire scanners [4, 5, 6, 7]. The first slice

emittance measurement was demonstrated at 0.4 nC bunch charge and ∼4 MeV

beam energy by the combination of this technique and the energy selection in

a dispersion section, where the time slice is selected by a slit in the dispersion

section for an energy chirped bunch; a phosphorous screen was used to image

the beam. It also demonstrated the linear space charge emittance compensa-

tion with a focusing solenoid [4, 8]. Modern facilities use RF cavities/structures

to enable the time-resolved measurements in a more generic way, which make

the both the time-resolved emittance and energy spread measurements possi-

ble [5, 6, 7, 9]. The slice emittance was measured at the hard x-ray FEL facility,

the linac coherent light source (LCLS) at SLAC National Accelerator Labora-

tory in the United States, by using the quadrupole scan technique and a trans-

verse RF deflector. The slice emittance was measured at 135 MeV beam energy

at 20 pC and 1 nC bunch charge to be ∼0.2 mm-mrad and ∼1 mm-mrad respec-

tively, with 1 ps resolution, <6 keV rms slice (intrinsic) energy spread at 1 nC

(which could be limited by the instrument resolution); good agreements were

found between experiments and simulations for the core part of the beam [6, 7].

Slice emittance phase space distribution was also measured at the soft x-ray free-

electron laser in Hamburg (FLASH) from Deutsches Elektronen-Synchrotron
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Figure 7.1: The Cornell ERL photoinjector slice emittance measurement
scheme (not to the scale). The beam direction is from the right
to the left.

(DESY) in Germany in the operating condition, by combining the quadrupole

scan tomography and a transverse deflecting structure, at 677 MeV beam energy

and 0.5 nC bunch charge with ∼30-fs root-mean-square (rms) time resolution.

It was found that the high-intensity core which contributes to the lasing pro-

cess has a much smaller transverse emittance 2 to 3 mm-mrad compared to the

much larger projected transverse emittance. The time-resolved energy spread

was measured to be much larger than the values measured from the photoin-

jector section and could be estimated as its instrument resolution [5]. Both the

SLAC and FLASH produce electrons with energy larger than hundreds of MeV

and the transverse space charge effect on the emittance measurement could al-

most be ignored [10].

Although the quadrupole scan is established in the transverse emittance

characterization, careful optical modeling is required for such a technique;

while the space charge effect can still contribute to the emittance measurement

even at hundreds MeV beam energy [5, 6]. For the Cornell ERL photoinjector,

the electron beam is produced from a direct current (DC) gun, thus it has lower

energy (350 kV to 750 kV) compared to RF guns (several MeV) and the trans-

verse space charge effect dominates the emittance growth [11]. Furthermore,
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the beam energy produced from the Cornell ERL photoinjector is designed to be

several MeV instead of hundreds MeV, thus the transverse space charge effect

cannot be ignored in the quadrupole scan emittance measurement except for the

smallest bunch charges (less than a pC). Therefore we use the two-slit technique

to measure the emittance phase space distribution: the first slit is used to select

the beam position and the second slit is used to select the transverse beam mo-

mentum, a Faraday cup or a view screen is used to measure the beam intensity

after these two slits; after scanning the phase space, the emittance phase space

distribution can be retrieved. Meanwhile, by correctly designing the width of

these slits, the transverse space charge effect from each beamlet after these slits

is negligible in practical experiments. Details of the double-slit emittance mea-

surement system (EMS) are described in [12]. A normal-conducting RF vertical

deflecting cavity (VDC) downstream is used to streak the beam vertically and to

provide the time-resolved beam along the vertical direction [9]. Together with

the two-slit emittance diagnostic, we are able to measure the time-solved verti-

cal emittance, i.e., the vertical slice emittance; together with the dipole magnet,

we are also able to measure the time-resolved energy spread on the view screen

downstream the dipole magnet.

Here we present the slice emittance measurements of the Cornell ERL pho-

toinjector at beam energy 5 MeV and bunch charge 80 pC, which corresponds to

the high-flux mode of the proposed x-ray facility. We demonstrate this diagnos-

tic by measuring the time-dependent RF focusing at the near-zero bunch charge

at 5 MeV beam energy, where the instrumental temporal resolution is measured

to be 380-fs rms at 5 MeV beam energy. Then we continue with the slice emit-

tance measurements at 80 pC bunch charge, where the projected emittances is

0.8 mm-mrad, which is the smallest emittance has ever been achieved from a dc
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gun driven photoinjector at the usable bunch charge. The core part of the beam

contains 70% of the electrons and has 0.3 mm-mrad emittance, this was reported

as one milestone of the Cornell ERL [1].

7.2 The experiment setup

The Cornell ERL is designed to be operated at 5 GeV at 100 mA current in the

high-flux mode, that correspond to 77 pC bunch charge. The projected experi-

ment is described in the previous chapters. In the slice emittance measurement,

we replace the Faraday cup with the VDC and a view screen to enable the time-

resolved capabilities.

A VDC (z=11.02 m) operating at 5 kHz macro-pulse mode and in the TM110

mode streaks the beam in the vertical direction and is used to enable the time-

resolved measurements. An insertable RF shielded Faraday cup (z=11.39 m) is

located downstream of the VDC and is used to measure the beam current. A

home-made charge amplifier is used to amplify the current. The data acqui-

sition (DAQ) rate is up to 2 kHz. A Yttrium aluminium garnet (YAG) screen

(z=12.68 m) is used as the scintillator to monitor the electron beam profile, and

a CCD camera (Point Grey, FL2-03S2C) with image lenses is used to collect the

data. In a projected transverse emittance measurement, the horizontal/vertical

slits and the Faraday cup are inserted into the beam pipe to measure the verti-

cal/horizontal projected emittance, a 100×100 (x× px or y× py) data set takes less

than ten seconds and the analysis can be done within the same time scale. While

in the slice emittance measurement, the horizontal slits and the YAG screen are

inserted and the VDC is turned on to perform the vertical slice emittance mea-
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surement. A 120×120×300 (y × py × t) data set takes sixty minutes, more than

20,000 images from the CCD camera are saved to a computer and used for the

data analysis off-line, which takes another sixty minutes. Some sample raw data

are shown in Fig. 7.2: they are the images on the YAG screen at a specific phase

space point (ysample,psample
y ), the vertical axis yraw is the time axis t when the VDC

is turned on, and the horizontal axis xraw needs to be integrated out; then we

obtain the time intensity at this specific phase space point (ysample,psample
y ). The

slice emittance is retrieved by combining every point in the phase space. Back-

ground noise exists in Fig. 7.2(a), these noise comes from the scattered light and

contributes to measurement error, and it needs to be removed. We first fit the

signal with an ellipse, and calculating the background noise outside it. If the

signal inside the ellipse is below the background noise, we set it to zero. In this

way, we remove the background noise. Then we obtain the raw data after this

background noise reduction, as depicted in Fig. 7.2(b). We apply this procedure

to every raw image before the next step analysis, which is similar to the analysis

of the projected emittance with the additional time dimension.

With the fast projected emittance diagnostic, we are able to do real-time mul-

tivariate optimization for the emittance compensation section, which includes

scanning the solenoid currents and the buncher voltage. Both the transverse

projected and slice emittance are average measurements and the beam stability

is assumed throughout the data acquisition process. However, we do observe

this kind of fluctuation from one measurement to another.

In the slice emittance measurement, the fluorescence light produced on the

YAG screen is reflected by a silicon mirror and then collected by the CCD cam-

era. The YAG screen is imaged by an image lens with f-number 20 to the CCD
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(a) (b)

Figure 7.2: The sample raw data of the slice emittance measurement, the
images on the YAG screen. a) the raw image before removing
the background noise, the circle outside is the beam pipe, b)
the raw image after removing the background noise. The blue
ellipse is obtained by calculating the second moment of the sig-
nal distribution. The color map is the same for the emittance
results.

camera, where each pixel corresponds to 55×55 µm (∆lpixel × ∆lpixel) of the view

screen and this defines our spatial resolution. The DAQ rate of the slice emit-

tance measurement is 3 Hz and is limited by the data write speed on the hard

disk drive and the networking speed. It may be further limited by the exposure

time of the CCD which is 67 ms in our experiments. The electron beams are

deflected by the VDC, and results in a streak on the CCD camera, where the dif-

ferent vertical position corresponds to the different arrival time. The deflection

length of the beam (∆y) is proportional to the effective VDC voltage (Vy) and and

the RF offset angle (∆φ) from the zero-crossing point, and inversely proportional

to the beam momentum.

∆y = ∆lpixelNpixel = ∆y′Lds

=
py

pz
Lds ≈

eVy

c|p|
Ldssin∆φ ≈

eVy

c|p|
Ldsξt∆τ, (7.1)
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Figure 7.3: The VDC time resolution calibration on the YAG screen at
5.3 MeV beam energy, the red curve is the best fit of Eq. (7.2).

where Npixel is the number of pixels, ∆y′ is the deflection angle, Lds is the dis-

tance between the VDC and the YAG screen, py is the change of the transverse

momentum after the VDC (a few keV/c), pz is the longitudinal momentum (sev-

eral MeV/c), c is the speed of light, p is the total momentum, ξτ is 2.1 ps/deg at

1.3 GHz RF frequency, and ∆τ is the bunch length. Good linearity between the

RF offset angle and the deflection angle was observed in the experiment. Then

we calibrated the time resolution per pixel (∆t) on the view screen at different

VDC voltage (Vd) at 5.3 MeV/c beam momentum, as the graph shown in Fig. 7.3.

The time resolution per pixel is inverse proportional to the VDC voltage, as we

expected from Eq. (7.2); it is 200 fs/pixel at 120 keV and decreases as the VDC
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voltage is reduced,

∆t ≈
∆τ

Npixel
=

∆lpixel

ξτLds

c|p|
eVy

. (7.2)

However, the time resolution of the slice emittance measurement also needs

to account for the timing jitter from the synchronization between the RF and the

laser system, which is measured by an Agilent E5052B Signal Source Analyzer

to be 300 fs rms when integrating from 10 Hz to 10 MHz. We measured the in-

strument time resolution experimentally by operating the VDC at 120 keV and

inserting in both the horizontal slits to reduce the beam width at the near-zero

bunch charge. The initial laser pulses have 2-ps fwhm duration and the buncher

operates in the bunching mode to compress the bunch length. The bunching

phase is -90◦ from the on-crest phase. Then we scanned the buncher voltage to

minimize bunch length on the YAG screen. The minimal length is measured to

be 380-fs rms (or 1-ps fwhm). This is our instrument time resolution, which is

limited by the width of the slit. This resolution is sufficient for most of our beam

experiments presented here, where the bunch length is usually more than a few

ps rms.

It was also found that we need to compensate the vertical momentum intro-

duced by the second horizontal slit: the second horizontal slit selects beamlet

with transverse momentum pslit
y , and the total transverse momentum after the

VDC is py + pslit
y instead of py, thus this transverse momentum imposed by the

second horizontal slit has to be removed in the data analyzing process later in

order to avoid the artificial effect on the vertical slice emittance measurement.

Experimentally, we know every pslit
y in the phase space scanning process, and

we can compensate the displacement on the YAG screen by adding a term
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Figure 7.4: The measured time resolution of the slice emittance with the
VDC operating at 120 keV, and 5 MeV beam energy. Se stands
for slice emittance measurement.

∆ysc = −∆yslit = −
pslit

y

pz
Lds ≈ −

pslit
y

p
Lds, (7.3)

where ∆ysc is the second slit compensation displacement on the YAG screen

and this correction is applied to every point in the vertical emittance phase

space. This correction outcome is illustrated in Fig. 7.4: the solid line is the

beamlet integrated over the vertical axis, with the VDC off, which represents

the spatial resolution of the imaging system of the YAG screen; the dashed line

is the retrieved time intensity from the slice emittance measurement, without

the second slit transverse momentum correction, it gives an artificially elon-
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gated bunch length. The dot dashed line is the time intensity retrieved from the

same slice emittance measurement, with the transverse momentum correction

applied, it almost overlaps with the solid line, which implies that the instrument

time resolution is limited by the width of the slits; that is the 380-fs rms (or 1-ps

fwhm) when the VDC operates at 120 keV voltage at 5.3 MeV beam energy.

7.3 The slice emittance from the time-dependent RF focusing

It is well known that RF cavities have time-dependent RF focusing. The emit-

tance growth from this effect is proportional to the beam size squared (σ2
x) and

also the bunch length (σt) for a DC gun and bunch length squared (σ2
t ) for a

RF gun, therefore bunches with small volume are preferred when they enter the

RF cavities [3, 15]. Here we will show the analytical formula of the transverse

emittance growth from the time-dependent RF focusing in the ultra-relativistic

case and also present experiments to show that this result can also be applied to

the situations when the beam is near-relativistic.

7.3.1 The transverse emittance growth from the time-dependent

RF focusing

The SRF cavities at the Cornell ERL photoinjector have two cells, to the first

order, the electric field can be approximated by

Ez(z, t) = E0sin(kz)sin(ωt + φ0). (7.4)
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where E0 is the peak electric field, k = 2π/λ is the RF wave number, λ is the

RF wavelength, c is the speed of light, ω = ck is the RF frequency, φ0 is the initial

phase of the bunch when it enters the RF cavities, φ0 = 0, −π/2 correspond to

the on-crest and bunching phase, respectively. t = 1
c

∫
1
β
dz, where β is the relative

speed regards to the speed of light, β = v
c . In the ultra-relativistic case, β ≈ 1,

therefore, t = z
c , and Eq. (7.4) becomes

Ee
z (z) = E0sin(kz)sin(kz + φ0), (7.5)

it is also equivalent to write Eq. 7.5 as

Ee
z (t) = E0sin(ωt)sin(ωt + φ0), (7.6)

this is the electric field observed by the electrons traveling at the speed of

light.

The time-dependent RF focusing comes from the radial electric field Er and

the axial magnetic field Bθ. The radial component of the Lorentz force on the

bunch can be obtained by using the paraxial approximation,

Fr = −e(Er − βcBθ) = e(−
r
2
∂

∂z
Ez − β

r
2c

∂

∂t
Ez)

=
ekE0

2
sin(2ωt + φ0)r. (7.7)

If we assume that the beam is rigid (diameter and length do not change), the

equation of motion for the radial component of the momentum (pr = γmcβr) is

118



d
dt

pr = (
d
dt
γ)mcβr + γmc(

d
dt
βr) = Fr. (7.8)

In the ultra-relativistic case, the energy gain from one single RF cavity is

usually several MeV, while the beam energy is at least tens of MeV, therefore,

the term ( d
dtγ)mcβr is much smaller than the term γmc( d

dtβr), and can be ignored.

Then Eq. (7.8) becomes

d
dt
βr ≈

1
mc

Fr

γ
. (7.9)

We can obtain βr after the RF cavity by integrating Eq. (7.9),

βr = β0
r +

1
mc

∫
Fr

γ
dt, (7.10)

where γ can be obtained by integrating the acceleration force in the cavity

from 0 to λ for a two-cell cavity,

γ =
E

mc2 = γ0 +
1

mc2

∫ s(t)

0
eEz(z)dz (7.11)

= γ0 +
eE0

2mc
[cosφ0 · t +

1
2ω

sin(2ωt + φ0) −
1

2ω
sinφ0],

where s(t) is the position of the bunch in the cavity at the time t, γ0 is the

Lorentz factor of the beam before it enters the RF cavity, plug Eq. (7.7) and

Eq. (7.11) into Eq. (7.9), we can obtain
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d
dt
βr =

eE0kr
2mc

(7.12)

×
sin(2ωt + φ0)

γ0 + eE0
2mc [cosφ0 · t + 1

2ωsin(2ωt + φ0) − 1
2ωsinφ0]

,

define κ = γ0 −
eE0

4mωcsinφ0, and reorder the second term in Eq. (7.12), then do

the Taylor expansion for the hyperbolic function around 0,

1
κ

sin(2ωt + φ0)
1 + eE0

2mcκ [cosφ0 · t + 1
2ωsin(2ωt + φ0)]

(7.13)

=
1
κ

sin(2ωt + φ0)(1 −
eE0

2mcκ
[cosφ0 · t +

1
2ω

sin(2ωt + φ0)]),

integrate this term from 0 to T = 2π
ω

; let us assume the energy gain from one

two-cell RF cavity is γcmc2 and β0
r = 0, we obtain

1
κ

πγcccos(2φ0)
2κλω2 . (7.14)

Then we can write the transverse momentum after the cavity as

βr = −
γ2

c

4γ2
0

cos(2φ0)
(1 − γc

4πγ0
sinφ0)2

r
λ

= −
γ2

c

4γ2
0

f (φ0)
r
λ
, (7.15)

for the on-crest case, the time-dependent RF fields focus the beam in the

transverse domain, which is observed in experiments and simulations. We can

obtain the horizontal and vertical βx/y by replace the subscript r with x/y; and

because βz ∼ 1, therefore r′ ≈ βr. This term describes the time-dependent RF
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focusing: every slice of the phase space of (y, y′) rotates differently according

to it phase φ0, its volume is conserved. Therefore, the slice emittance does not

change when the beam travels through the RF cavity. However, the projected

emittance increases because different slice of the phase space rotates differently,

and the longer the bunch length, the larger the misalignment and the larger

projected emittance. The projected vertical emittance is calculated later in this

section.

Now we can calculate the vertical emittance growth εRF
y from the time-

dependent RF focusing.

εRF
y =

√
〈y2〉〈y′2〉 − 〈yy′〉2

= 〈y2〉
γ2

c

4γ2
0

1
λ

√
〈 f (φ0)2〉 − 〈 f (φ0)〉2. (7.16)

Let us consider the on-crest situation, where φ0 ∼ 0 + φ, the finite phase

corresponds to the finite bunch length. Assume % =
γc

4πγ0
, we can expand f (φ0)

around 0 and calculate the terms f (φ0) and f (φ0)2,

f (φ0) = 1 + 2%φ + (−2 + 3%2)φ2 + (−
13%
3

+ 4%3)φ3

+ (
2
3
− 7%2 + 5%4)φ4 + O(φ5),

f (φ0)2 = 1 + 4%φ + (−4 + 10%2)φ2 + (−
50%
3

+ 20%3)φ3

+ (
16
3
−

130%2

3
+ 35%4)φ4 + O(φ5),

if we assume that the bunch length is φτ and its intensity obeys the uniform

distribution with centroid position 0, then we can simplify the term 〈 f (φ0)2〉 −
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〈 f (φ0)〉2,

〈 f (φ0)2〉 − 〈 f (φ0)〉2 = 4%2〈φ2〉 + (
12
3
−

116
3
%2 + 25%4)〈φ4〉

− (4 − 12%2 + 9%4)〈φ2〉2, (7.17)

notice that 〈φ4〉 = 1
80φ

4
τ, 〈φ2〉2 = 1

144φ
4
τ for the uniform distribution, we can get

the emittance growth from the time-dependent RF focusing, εRF
y ,

εRF
y =

γ2
c

4γ2
0

1
λ
〈x2〉

√
κ1σ2

τ + κ2σ4
τ, (7.18)

where κ1 and κ2 depend on % and can be calculated from the bunch intensity

distribution and Eq.(7.17).

The transverse emittance growth from the RF time-dependent focusing is

proportional to the initial beam size square 〈x2〉 and the bunch length φτ in the

near-relativistic regime for the dc gun, % ∼ 0.1, which is consistent with the

emittance from a dc gun [3]; in the RF guns [11], εRF
ny ∝ φ2

τ, which is consistent

with the result from a RF gun[15]. We can also see that the transverse emittance

growth becomes smaller as the initial beam energy increases, this is because

that the beam gets more rigid and the radial component of impulse cancels each

other more within a RF period. This approximation works reasonably well for

the first SRF cavity of the Cornell ERL photoinjector. In the real experiment,

because of the thermal energy, the gun focus, and the solenoid focus, β0
r has

some finite value and is not 0. Therefore, the non-zero β0
r should be taken into

account to get more accurate estimation. Another thing to notice is that the rigid
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beam assumption does not always work. The time-dependent RF focusing not

only focuses the beam transversely but also compresses the beam longitudinally

near the on-crest values. After counting this effect, the emittance growth scales

linearly with the energy gain from the RF cavity instead of quadratically. Never

the less, this analytical expression of the emittance growth shows the correctly

scaling with the beam size and bunch length of the electron beam.

From this result, we can see that small beam volume is preferred to control

the transverse emittance growth from the RF cavities [3]. In experiment, this

can be achieved by compressing the bunch length by the buncher and focusing

the beam before it enters the cryomodule by solenoids. Now we will present

slice emittance measurements to demonstrate this RF time-dependent focusing

effect.

7.3.2 The slice emittance measurement of the time-dependent

RF focusing

As we have shown, at the near-zero bunch charge, focusing the beam before

the cryomodule can reduce the transverse emittance growth from the RF time-

dependent focusing substantially. In this section, we measured the slice emit-

tance of the Cornell ERL photoinjector at the near-zero bunch charge (in actu-

ality less than 0.1 pC, that is called ’near-zero’ to differentiate from the 80 pC

bunch charge), where the measured projected emittance is a little larger com-

pared to the thermal emittance from the photocathode and the slice emittance

is almost exactly the same as the thermal emittance; the transverse emittance

growth comes from the slice emittance misalignment from the RF cavities and
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it agrees well with the numerical General Particle Tracer (GPT) simulation.

εnxy,,th = σxy

√
MTE
mec2 , (7.19)

The initial laser pulses are shaped by three YVO4 birefringent crystals to pro-

duce a near flat-top pulse with 33 ps fwhm pulse duration before it incident on

the photocathode [13, 14]. The thermal emittance of the electrons is determined

by the photon energy of the driven laser and the work function of photocathode,

that give the mean transverse energy (MTE) of the electrons as Eq. (7.19) [3]. For

the 520 nm photon energy and a GaAs photocathode, its MTE is 120 meV, which

corresponds to 0.12 mm-mrad normalized transverse emittance for a 1 mm di-

ameter beam on the cathode. Then the electrons are accelerated in the gun and

go through the first solenoid, the buncher, the second solenoid before they enter

the cryomodule. The machine setting is listed in Table. 7.1: the gun operates

at 350 kV, a 1 mm pinhole was used to truncate the transverse Gaussian beam

to provide the near flat-top distribution. The two solenoid currents are set to

-2.43 and 2.05 A respectively, which correspond to -0.020 and 0.017 T magnetic

peak on-axis field strength. The currents are opposite to each other to reduce

the overall Larmour rotation from the solenoids. These currents were chosen

to illustrate the time-dependent RF focusing: the beam size is reasonably small

but can still receive enough RF time-dependent focusing which can be resolved

by the two-slit EMS. The SRF cavity voltages are set to 1395, 825, 1100, 1100,

1100 kV which are the parameters optimized for the 80 pC bunch charge opera-

tion; the SRF cavity phases are -10, 0, 0, 0, 0 ◦ respect to the on-crest phase. The

first SRF cavity phase is -10 ◦ from the on-crest value, that is one unintentional

error from phasing the cavity by the arrival time measured by the beam position
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monitors (BPMs).

The beam envelope evolutions are shown in Fig. 7.5. The beam is acceler-

ated to 350 keV by the DC gun, then it is accelerated to 1.6 MeV after the first

SRF cavity, and reaches 5.6 MeV beam energy after the cryomodule, as depicted

in Fig. 7.5(a). Its bunch length is 8 ps rms after leaving the DC gun, and is

compressed to 6 ps rms after the first SRF cavity increasing to 7 ps rms at the

end of the cryomodule, as shown in Fig. 7.5(b). The beam size σy is 0.25 mm

initially and keeps increasing, the second solenoid focuses it to 0.5 mm when

it enters the first SRF cavity, and stabilizes to 0.5 mm at the first EMS slit, as

in Fig. 7.5(c). In Fig. 7.5(d), the transverse emittance εny is 0.13 mm-mrad just

after the beam leaves the cathode. The solenoid focusing causes Larmour rota-

tion, then it stabilizes to 0.13 mm-mrad, and begins to oscillate inside the first

SRF cavity and increases to 0.16 mm-mrad, because the impulse from the time-

varying field could not be canceled completely due to the energy gain from the

SRF cavity. The transverse emittance growth from the other four SRF cavities is

negligible because the beam energy increases and also the beam size becomes

smaller. Keeping the beam volume small before it enters the RF cavities can

reduce the emittance growth from the RF fields, although it is usually very chal-

lenging to achieve this goal when the space charge effect dominates the initial

emittance growth at the higher bunch charge.

The beam energy is measured by a dipole magnet to be 5.2 MeV, which is not

far from the simulated result 5.6 MeV, the discrepancy mainly comes from the

calibration error of the SRF cavity amplitudes mentioned in the previous chap-

ter. The measured projected emittance is depicted in Fig. 7.6(a), it has a similar

look with the simulated projected emittance, the slight asymmetrical structure
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Table 7.1: The Cornell ERL photoinjector settings for the near-zero bunch
charge case. The RF phase values are respect to the on-crest val-
ues.

Components Parameters RF phases

Laser στ 33 ps fwhm

Laser σx/y 0.25 mm rms

Cathode MTE 120 meV

Gun HV 350 kV

Iris size 1 mm

Solenoid 1 -2.43 A

Buncher off

Solenoid 2 2.05 A

SRF1 cavity 1395 kV -10◦

SRF2 cavity 825 kV 0◦

SRF3 cavity 1100 kV 0◦

SRF4 cavity 1100 kV 0◦

SRF5 cavity 1100 kV 0◦

VDC 120 kV

could come from the small misalignment of the elements in the beamline, such

as the buncher, SRF cavities and solenoids, which can be improved by aligning

these elements one by one. The vertical emittance εny and vertical beam size

σy are measured to be 0.16 mm-mrad and 0.50 mm respectively, which are very

close to the simulation results 0.16 mm-mrad, 0.52 mm. Fig. 7.6(c) shows the

beam intensity, the eight peaks from the YVO4 shaping crystal can be observed

clearly, the small spike in the middle comes from the undeflected beam in the

extinction regime of the Pockels cell, which is usually more than 1,000,000:1 but
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(a) (b)

(c) (d)

Figure 7.5: Beam envelope evolutions for the near-zero bunch charge case,
the machine settings are listed in Table. 7.1. a) the kinetic en-
ergy (KE), b) the bunch length (στ), c) beam size (σy), d) nor-
malized vertical emittance (εny).

happens to be worse from time to time due to the misalignment of the optical

path. The peaks from the experiment are broader compared to the simulation,

which indicates that the electron beam distribution is smoothed out in the beam-

line, which could come from the space charge effects. Smaller time indicates that

this part of the beam arrives early, which we call the beam head, and it is focused

due to the time-dependent RF focusing and therefore has higher intensity; the

tilted intensity distribution is a signature that the beam is slightly off-crest, and

is closer to the bunching phase. The slice emittance is shown in Fig. 7.6(d), it

is really close to 0.12 mm-mrad, which is the thermal emittance from the photo-

cathode, the thermal emittance is well-preserved at the near-zero bunch charge,
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(a) (b)

(d)(c)

(e) (f )

Figure 7.6: The slice emittance measurement and GPT simulation at the
near-zero bunch charge. a) the measured vertical projected
emittance, b) the simulated vertical projected emittance, c) the
beam intensity, d) the slice emittance, e) the Twiss parameter α,
f) the Twiss parameter β. The solid lines are the measurement,
the doted lines are the GPT simulation.
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and the (small) emittance growth mainly comes from the RF time-dependent

focusing; the simulation shows more fluctuations the average value, which can

come from the noise of the pseudo-random number generator, these features

become smoother at the higher bunch charge. The Twiss parameter α is shown

in Fig. 7.6(e), where the measurement and simulation show similar trend and

agree with each other reasonably well. The β-function is depicted in Fig. 7.6(f),

again, the measurement and simulation agree with each other well: at the on-

crest RF phases and the near-zero bunch charge, the beam head gets focused

both transversely and longitudinally; therefore, it has smaller size compared to

the beam tail.

We achieved the good agreement for the slice emittance measurement be-

tween the experiment and simulation at the near-zero bunch charge case, which

demonstrates the capability of this method and we employ it to explore the

higher bunch charge regime.

7.4 The slice emittance at full bunch charge

It is challenging to maintain small emittance at the higher bunch charge, espe-

cially at the full bunch charge. The emittance compensation is more complicated

for photoinjectors with a dc gun which has relative lower energy compared to

the ones with a RF gun [6, 7, 11]. Almost every key element in the photoinjector

couples together in the emittance compensation, such as the laser spatial and

temporal profile, the solenoid strength, the buncher voltage, the SRF voltages

and phases. We run multivariate genetic optimizer to narrow down the pa-

rameter phase space and test these solutions in experiments, and then perform
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the experimental scan around the simulated values for the beamline elements

thanks to the fast EMS.

The projected transverse emittance was measured in the photoinjector be-

fore, however, we encountered numerous issues and could not reduce the emit-

tance below 3.6 mm-mrad for quite some time. It turned out that the alignment

of the beam line is crucial: to the first order the emittance growth is proportional

to the position offset of the misalignment [3]. Then we aligned the elements in

the beamline to resolve this issue: we aligned the buncher, the first two SRF

cavities one by one, then we aligned the two solenoids physically. By doing

this we are able to reduce the emittance below 1 mm-mrad, and we present our

measurements here.

7.4.1 The multi-variable optimization result at 80 pC, 5 MeV

We have used GPT to simulate the beam operation at 80 pC bunch charge, 5 MeV

beam energy. The temporal laser intensity distribution is produced by passing

through three (later four) YVO4 shaping crystals, the transverse laser intensity

profile is the Gaussian distribution truncated at its FWHM. In order to simplify

the experimental situation, the gun HV is set to 350 kV, the SRF cavity ampli-

tudes are set to 1395, 825, 1100, 1100, 1100 kV, and the buncher is set to the

bunching mode. We varied the transverse laser beam size, the two solenoid

currents and the buncher voltage to minimize the transverse emittance at 80 pC,

5 MeV. The simulations were performed with two thousand particles [Fig. 7.7].

Simulation with two hundred thousand particles show similar trend. 0.6 mm-

mrad optimized emittance can be obtained as Fig. 7.7(a) with bunch length as
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(a) (b)

Figure 7.7: The emittance optimization front at full bunch charge 80 pC. a)
the bunch length vs. the vertical emittance, b) the vertical beam
size vs. the emittance.

short as 4 ps rms; at the optimized 0.6 mm-mrad emittance, the smallest beam

size is at 1.5 mm, as shown in Fig. 7.7(b).

7.4.2 The 80 pC slice emittance measurement

We measured the slice emittance at several different machine settings from the

simulation guidance. Here we present one that has the vertical projected emit-

tance 0.83 mm-mrad and beam size 1.7 mm, which agree well with the simula-

tion; although the bunch length is measured to be 15 ps rms which is about twice

longer than the predicted 8 ps rms. We attribute the longer bunch length to the

initially incorrect buncher calibration, the transient effect of the RF cavities, and

the SRF cavity phasing; these were discussed in the previous chapter.

The machine settings are listed in Table. 7.2. A multi-alkali photocathode is

placed in the gun which has 160 meV MTE. The laser beam passes through three

(later four) YVO4 birefringent shaping crystals to produce the near flat-top tem-
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poral profile with 33 ps FWHM [Fig. 7.8(a, b)], and it is truncated by an iris

with 2.5 mm diameter at its fwhm [Fig. 7.8(c)] to optimize the transverse space

charge effect [3]. The first solenoid current is -3.66 A and it focuses the elec-

tron beam inside the buncher, the buncher operates at 54 kV and compresses

the beam in the time domain, the second solenoid current is 2.37 A and it fo-

cuses the beam before the beam enters the cryomodule. The kinetic energy after

the cryomodule is measured to be 5.2 MeV which is lower compared to the sim-

ulated 5.7 MeV [Fig. 7.9(a)], most of the error comes from the miscalibration of

the SRF cavity amplitudes. The bunch is elongated by the space charge effect

just after leaving the cathode, to 20 ps rms, then it is compressed to 14 ps rms

by the buncher, then further compressed to 9 ps rms by the first SRF cavity, and

stabilized to 8 ps rms after the cryomodule [Fig. 7.9(b)]. The beam size increases

rapidly to 5 mm driven by the transverse space charge effect, then it is focused

by the first solenoid to 4 mm, and further down to 2 mm by the second solenoid

just before the first SRF cavity, then the on-crest time-dependent RF focusing

keeps the beam size to 1.8 mm at the first slit of the EMS [Fig. 7.9(c)]. The verti-

cal emittance also increases swiftly from its thermal emittance 0.24 mm-mrad to

0.8 mm-mrad and keeps growing; then the solenoid focusing, the buncher focus-

ing and the SRF cavity focusing work together to cancel the emittance growth

from the transverse space charge effect and stabilize it to 0.8 mm-mrad inside

the cryomodule and further reduces it to 0.7 mm-mrad at the first slit of the

EMS [Fig. 7.9(d)]; with more particles in the simulation, the vertical emittance is

reduced to 0.5 mm-mrad.

The measured projected vertical emittance is shown in Fig. 7.10(a),

ε
exp
ny ≈0.8 mm-mrad, σexp

y ≈1.7 mm, they are not too far away from the simulated

results εsim
ny ≈0.5 mm-mrad, σsim

y ≈1.8 mm; meanwhile, the phase space distribu-
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(a) (b)

(c)

Figure 7.8: The laser beam profile. a) the temporal distribution with three
YVO4 shaping crystals; b) the temporal distribution with four
YVO4 shaping crystals; blue: the vertical polarization, green:
the horizontal polarization; red: the total intensity. c) the trans-
verse laser profile.
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Table 7.2: The Cornell ERL photoinjector settings for the 80 pC case. The
RF phase values are respect to the on-crest values.

Components Parameters RF phases

Laser στ 33 ps fwhm

Laser σx/y 0.44 mm rms

Cathode MTE 160 meV

Gun HV 350 kV

Iris size 1.75 mm

Solenoid 1 -3.66 A

Buncher 63 kV -90◦

Solenoid 2 2.37 A

SRF1 cavity 1395 kV 0◦

SRF2 cavity 825 kV 0◦

SRF3 cavity 1100 kV 0◦

SRF4 cavity 1100 kV 0◦

SRF5 cavity 1100 kV 0◦

VDC 60 kV

tion is also close to the simulated result in Fig. 7.10(b). The measured bunch

length is about 15 ps rms, which is about twice longer than the simulated 8 ps

rms, we attribute this to the lower buncher voltage, the transient effect of the

RF cavities, and the SRF cavity phasing method, which were discussed in the

previous chapter. Despite the large discrepancy, the temporal intensity has sim-

ilar shape, it looks like a tilted Gaussian distribution, with the sharp edge in

the beam head and the longer tail in the beam tail, which is produced by the

longitudinal space charge effect: the head is accelerated to experience more RF
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(a) (b)

(c) (d)

Figure 7.9: Beam envelope evolutions for the 80 pC case, the machine set-
tings are listed in Table. 7.2. a) the kinetic energy (KE), b) the
bunch length (στ), c) beam size (σy), d) normalized vertical
emittance (εny).

time-dependent focusing and the tail is de-accelerated; all the peaks from the

shaping crystals are smoothed out by the same longitudinal space charge effect

[Fig. 7.10(c)]. The measured slice emittance is between 0.2 and 0.7 mm-mrad,

even the slice emittance is larger than the thermal emittance 0.24 mm-mrad,

again from the transverse space charge effect [Fig. 7.10(d)]; the simulated slice

emittance has the similar distribution shape but with lower value, between 0.2

and 0.4 mm-mrad, the slice emittance misalignment contributes to the larger ob-

served 0.8 mm-mrad. The transverse space charge effect has a much large effect

on the emittance growth when compared to the slice emittance misalignment.
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(a)

(c) (d)

(f )

(e)

(b)

Figure 7.10: The slice emittance measurement and GPT simulation at the
full bunch charge 80 pC. a) the measured vertical projected
emittance, b) the simulated vertical projected emittance, c) the
beam intensity, d) the slice emittance, e) the Twiss parameter
α, f) the Twiss parameter β. The solid lines are the measure-
ment, the doted lines are the GPT simulation.
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Figure 7.11: The time-resolved energy spread GPT simulation at 80 pC
bunch charge.

Figure 7.12: The beam fraction vs. beam emittance, 80 pC bunch charge.
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The Twiss parameters α and β are depicted in Fig. 7.10(e) and (f), the larger

charge density results in a larger beam diameter, as we expected from the trans-

verse space charge effect. We observed an even larger discrepancy which come

from the bunch length difference and slice emittance difference. Although the

discrepancy exists, this is the smallest transverse emittance that has ever been

reported for a laser-driven photoinjector with a DC gun. We are still investi-

gating the bunch length discrepancy despite the knowledge we already learned

from the experiments. We did not measure the time-resolve energy spread when

we did the experiment, but the GPT simulation result is depicted in Fig. 7.11: the

’C’ shape shows that the RF phases are on-crest; the energy spread is 12 keV rms

while the bunch length is 7.5 ps rms. It is also worth noticing that although the

entire projected emittance is 0.8 mm-mrad, the core part of the projected emit-

tance is 0.3 mm-mrad, and it contains 70% of the electrons of the entire bunch

as shown in Fig. 7.12. This ultra-low emittance was reported as one milestone

of the Cornell ERL [1]. The core emittance is inverse proportional to the peak

power and is a merit for the non-Gaussian shape electron beam distribution,

and could contribute more to the x-ray generation process [16].

We spent quite some time to investigate the measured bunch length discrep-

ancy. There are three main effects contributing to this discrepancy. The first

one is that the buncher has only 86% strength than it should be; this effect alone

elongates the bunch length by a factor of two. The second one is the RF transient

effect from the buncher and the SRF cavities; these transient effects artificially

elongate the measured averaged bunch length by up to 50%. The last one is the

SRF phasing method, we used the minimum arrival time to phase the SRF cavi-

ties; this would elongates the bunch length by 20% as described in the previous

chapter.
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Table 7.3: The Cornell ERL photoinjector settings for the 80 pC case. The
RF phase values are respect to the on-crest values. These ma-
chine settings count the real buncher strength and the RF phas-
ing effects.

Components Parameters RF phases

Laser στ 33 ps fwhm

Laser σx/y 0.44 mm rms

Cathode MTE 160 meV

Gun HV 350 kV

Iris size 1.75 mm

Solenoid 1 -3.66 A

Buncher 53 kV -90◦

Solenoid 2 2.37 A

SRF1 cavity 1395 kV +6.5◦

SRF2 cavity 825 kV +1.5◦

SRF3 cavity 1100 kV +1.5◦

SRF4 cavity 1100 kV +1.5◦

SRF5 cavity 1100 kV +4.0◦

VDC 60 kV

We re-ran the simulation to count the buncher strength and the RF phas-

ing effects. Table. 7.3 lists the realistic machine settings. The beam envelope

evolutions are depicted as shown in Fig. 7.13. The beam energy is about the

same as Fig. 7.9(a). The bunch length increases to 15 ps rms [Fig. 7.13(b)], that

is close to the measured 15 ps rms. It is also worth to notice that we do not

count the RF transient effect in the simulation, although the convolution effect

is small compared to the other effects. The beam size decreases to 1.3 mm rms
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(a) (b)

(c) (d)

Figure 7.13: Beam envelope evolutions for the 80 pC case, the machine set-
tings are listed in Table. 7.3. a) the kinetic energy (KE), b) the
bunch length (στ), c) beam size (σy), d) normalized vertical
emittance (εny).

[Fig. 7.13(c)]. The emittance is still around 0.7 mm-mrad [Fig. 7.13(d)]. The ex-

perimental and GPT simulated projected emittances are shown in Fig. 7.14(a, b),

they have different shape. The time resolved parameters are depicted as shown

in Fig. 7.14(c, d, e, f), the bunch length is very close, and the slice emittance has

similar shape, while the Twiss parameter α and β have different trend; over-

all, the discrepancy is smaller compared to the previous results as shown in

Fig. 7.10; because it is closer to the realistic experiments.

After we have resolved all these issues, we measured the slice emittance

again at 80 pC bunch charge, 5 MeV beam energy. This time we also measured
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(a) (b)

(c) (d)

(e) (f )

Figure 7.14: The slice emittance measurement and GPT simulation at the
full bunch charge 80 pC in the realistic settings; the machine
settings are listed in Table. 7.3. a) the measured vertical
projected emittance, b) the simulated vertical projected emit-
tance, c) the beam intensity, d) the slice emittance, e) the Twiss
parameter α, f) the Twiss parameter β. The solid lines are the
measurement, the doted lines are the GPT simulation.
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(a) (b)

(c) (d)

X ( mm ) X ( mm )

X ( mm )

Figure 7.15: The beam size at different beamline locations. a) the beam on
the A1 view screen (the center part is a dead spot on the view
screen), b) the beam on the A3 view screen, c) the beam on the
A4 view screen, d) the beam size measured at different beam
locations, the line is the simulation, the dots are the experi-
ment data.

the beam size at different locations of the beamline [Fig. 7.15] at the full bunch

charge 80 pC. The A1 view screen is located at 0.890 m downstream the pho-

tocathode, the beam size there is 5 mm rms, the center part of the view screen

is damaged by the electron beam and has lower response [Fig. 7.15(a)]. The A3

view screen is located at just after the cryomodule, 7.397 m downstream the pho-

tocathode, the beam size is 0.7, 0.8 mm rms in the horizontal and vertical planes

respectively [Fig. 7.15(b)]. The A4 view screen locates at 12.806 m downstream

the photocathode, the beam size is 2.0, 4.0 mm rms in the horizontal and verti-

cal planes [Fig. 7.15(c)], the beam is elliptical. We are not sure what causes the
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(a) (b)

(c) (d)

(e) (f)

Figure 7.16: The slice emittance measurement at the full bunch charge
80 pC. a) the vertical projected emittance, b) the time-resolved
energy spread, c) the beam intensity, d) the slice emittance, e)
the Twiss parameter α, f) the Twiss parameter β.
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elliptical shape of the beam, it could come from the residual quadrupole fields,

the misalignment inside the SRF cavities or the space charge effects. Fig. 7.15(d)

depicts the simulated beam size at varied locations, the experiments results are

plotted as dots; they agree with each other fairly well. The bunch length does

get shorter, 8 ps rms, however, the projected emittance is larger, 1.4 mm-mrad

[Fig. 7.16(a)]. We measured the time-resolved energy spread as well, it also has

the ’C’ shape because most of the beam sits on-crest of the RF fields [Fig. 7.16(b)].

The energy spread is 18 keV rms while the bunch length is 7.3 ps rms. The bunch

intensity is presented in Fig. 7.16(c), the bunch head has steeper edges because

it is closer to the bunching phase and gets compressed a little bit. The slice emit-

tance varies from 0.3 mm-mrad to 1 mm-mrad, the center part of the beam has

the larger slice emittance while the head and tail part has the smaller slice emit-

tance [Fig. 7.16(d)]. The Twiss parameters α and β are depicted in Fig. 7.16(e, f),

they have complicated structures, that could come from the space charge effects

and the interactions between the beam and elements in the beamline. It is in-

teresting to notice that the Twiss parameter α and β have similar shape as the

simulation results depicted in Fig. 7.14(e, f).

Besides these data above, we measured the slice emittance at the 80 pC

bunch charge when the SRF cavities are slightly off-crest as predicted by the

simulations. The normalized vertical emittance εny and beam size σy were mea-

sured to be 0.8 mm-mrad and 1 mm, which agree well with the 0.8 mm-mrad

and 0.8 mm values predicted by simulation. However, the pulse duration was

measured to be 19 ps rms which is much longer than the simulation result 7 ps

rms. The systematic discrepancy observed at the high bunch charge lead to us

to investigate the causes of the elongation of the electron bunch length, that is

discussed in the previous chapter.
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7.5 Conclusions

We demonstrated the slice emittance measurement at the near-zero bunch

charge with 380-fs rms time resolution, which is sufficient to diagnose elec-

tron bunches with few-ps rms bunch length. We also measured 0.8 mm-mrad

vertical emittance from this diagnostic which is the smallest number that has

ever been achieved from a laser driven DC gun photoinjector at a usable bunch

charge. The core part has emittance 0.3 mm-mrad and it was reported as one

milestone of the Cornell ERL. This diagnostic shows good agreement at the

near-zero bunch charge and has larger bunch length measurement error at the

higher bunch charge, that we attribute to the lower buncher voltage, the RF

transient effects, and the phasing method of the SRF cavities. We are still in-

vestigating this issue. Despite this disadvantage, this diagnostic provides the

multi-dimensional characterization of the electron beam which can give us the

insight of the beam dynamics and more importantly, to help minimize the emit-

tance for the operating conditions of the Cornell ERL. Furthermore, we plan to

use this diagnostic to optimize the laser beam profile incident on the cathode to

minimize the transverse emittance.
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